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Abstract. 

An unbounded non-commutative monotone convergence result (Theo-

rem 9) is proved. A new derivation of the Friedrichs extension is given. 

The basics of the Takesaki cones are studied. 

1. Introduction. 

We study certain aspects of the theory of von Neumann algebras that 

emphasize its interpretation as non-commutative measure theory. In this interpreta-

tion, which is direct and unmistakable, the projections in the algebra are the char-

acteristic functions of the (non-commuting) measurable sets (which do not appear!), 

the elements of H are the bounded measurable functions, and the (normal) states of 

K are the probability measures on the underlying (non-commutative) measure space 

(which, again, does not appear). An important result, in the early stages of the the-

ory, states that if {A„} is a monotone increasing sequence of self-adjoint operators, 

bounded above (by some multiple of the identity operator /) , then there is a bounded 

self-adjoint operator A such that AnX Ax for each x in the underlying Hilbert space. 

If each An G then, of course, A £ (cf. [6; Lemma 5.1.4]). This is a primitive 

non-commutative monotone convergence theorem. In Section 3, the restriction that 

the sequence {A„} be bounded above is removed; the limit A is now an appropriate 

unbounded self-adjoint operator affiliated with (We write A rj IZ to indicate this 

affiliation.) The extension of the classical bounded non-commutative monotone con-

vergence result to this unbounded version (Theorem 9) seems not to be routine. A 

simpler unbounded monotone convergence assertion (Proposition 7),that assumes the 

presence of a "well-placed" separating vector for 72,, is also proved in Section 3. 

The Friedrichs extension is a self-adjoint extension of a positive closed (densely de-

fined) symmetric operator [4]. Subject to a certain domain condition, this extension 

is unique. The Friedrichs extension of a symmetric operator affiliated with a von Neu-

mann algebra is also affiliated with that algebra, as follows from the uniqueness. This 

extension plays a somewhat hidden, but important, role in the theory of von Neumann 

algebras. In the first of the monumental series of papers by Murray and von Neumann, 

it supplies the basic ingredient of a crucial comparison result (cf. [7; Lemma 9.3.31). 

the Friedrichs extension is vital in establishing the basic properties of the Takesaki 

cones [8; pp. 101-106]. 
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A new proof for the existence of the Priedrichs extension is given in Section 2. In 

Section 4, the Friedrichs extension is used to give a readily accessible account of the 

fundamental properties of the Takesaki cones. The view of these cone properties as a 

broad non-commutative Radon-Nikodym theorem is described. 

2. The Friedrichs Extension. 

Throughout this section, AQ is a closed linear operator with domain 

D(Ao) dense in a Hilbert space H and 0 < {AQX.X) for each x in I>(Ao). The lemma 

that follows is needed primarily for establishing the uniqueness of the Freidrichs ex-

tension. The conditions and relations that the extension must fulfill are explored in 

this lemma, and that points the way to defining the extension. 

Lemma 1. If A is a positive self-adjoint extension of Aq, then A i-1 is one-to-one 

with range H. The inverse B to A 1 is a positive operator^ everywhere de£ned^ 

ll^ll < 1, and 

(*) (x,y> = {(Ao + I)x,By) (x e V(Ao),y €  H). 

The range of B is contained in V{Al). 

Proof. Since {AQX^X) is real for each x in X>(Ao), polarization (cf. [6; Prop. 2.1.7 and 

2.4 (3)]) yields that {Aox.y) = {x,Aoy), when x and y are in V{Ao), Hence Ao C AJ, 

that is, Ao is symmetric. As {(Ao + I)x,x) > 0 for each x in T>{Ao) (= V{Ao + /)), 

Ao + / is symmetric. In addition, Ao + / is closed, since Ao is closed. By the same 

token, A / is closed and thus, self-adjoint. Moreover, 

||(A -f /)a:|| ||x|| > ((A + I)x,x) = {Ax,x) + | |xf > > 0 

for each x in D(A) (= V{A -h /)). Thus A -h / is a positive self-adjoint operator with 

null space (0), and ||x|| < ||(A -h I)x\\ for each x in X>(A). As the closure of the range 

of A -h / (= (A -h /)*) is the orthogonal complement of the null space of A + / (cf. [6; 

Exercise 2.8.45]), A -h / has range dense in H. 

If {x„} is a sequence in V{A) such that {(A -h /)x„} tends to y, then ||a;n ~ aj^ll < 

||(A+/)(a;„-a:m)||, and {x„} is a Cauchy sequence in H. It follows that {x„} converges 

to X. Since A / is closed, x G T>{A -h I) and (A 4- I)x = y. Hence A+I has a closed 

range. From our earlier conclusion, this range is dense. Thus A -h / has range W. 

If B is the mapping inverse to A -h / and y = (A I)x, then 

0 < = < {x, {A + I)x) = {By, y) < ||Bs,|| l|y||. 

Thus ||B|| < 1 and B > 0. For each a; in V{Ao +1), B{Ao + I)x = B{A + I)x = x. 

Hence, with y in H, 

(x,y) = + I)x,y) = ((>lo + r)x,By). 

It follows that By €  P((Ao + /)*) and (AQ + I f B y = y. Since {AQ + I)* = A^ + I 

(more generally, (T + 5)* = T* + S* when S is bounded). By €  X>(A;). I 
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For the lemmas that follow, we define a positive definite inner product on V{AQ) by 

and denote by !>' the completion of V{AQ) relative to this inner product. 

Lemma 2. The identity mapping of I>(Ao) onto itself has a (unique) bounded exten-

sion L mapping V into H, i is one-to-one^ and < 1. For each y in H, the functional 

X (x^y) on T>{AO) extends to a bounded linear functional on iy whose norm does 

not exceed ||y||. There is a (unique) vector By in T>{AQ) and in L(T>') satisfying 

(x,y} = ((Ao + I)x,By} (x G V(Ao)) 

(x,y} = (x,r'(By)y (x e V(Ao)). 

Proof. With X in V(Ao), 

= (x,x) < {x,x} -f (Aox.x) = (x,xy = l l x f . 

Thus the identity mapping of V{AQ) onto itself has a (unique) bounded extension I 

mapping V into H and ||t|| < 1. To see that I is one-to-one, choose XN in T>{AO) 

tending to z' in V and note that 

- = IIK^n) - < ll^n - - 0 , 

whence ||a;„|| —̂  0 when L{Z') — 0. Thus, for each m, 

{z'.XmY = l i m ( a : n , X m ) ' 
n 

= lim((Ao + J)x„, XM) = lim(x„, + I)'X,N) = 0, 
n n 

since x„, €  V{Ao +1) C V{{Ao + /)*). But, 

m 

whence z' =0 and t is one-to-one. 

Since |(a:,y)| < ||x|| ||y|| < \\x\\' ||y|| (x €  I>(Ao),y €  H) (as we have just shown), 

the functional x {x,y) on T>(Ao) has bound not exceeding ||y|| relative to the norm 

X IIa;II'. This functional extends (uniquely) to a linear functional of norm not 

exceeding ||y|| on From this and Riesz's representation of functionals on Hilbert 

space, there is a (unique) vector z' in V such that (x, y) = (x, z'Y for each x in T>{Ao). 

Let By be L{Z'). We can choose Xn in I>(Ao) tending to Z* in V. Then, as before, 

IKN - = IK^^N) - C{Z')\\ < ||X„ - Z'W ^ 0 . 

It follows that, for each x in I>(Ao), 

(x,y) = (x,^:')' =lim{x,xn)' = lim((Ao -h I)a:,x„) 
n n 

= ((Ao + / ) x , = (Uo + 

whence By €  t>{{AQ -p /)*) = V{Al) (cf. the proof of Lemma 1 where it is noted that 

(Ao -h l y = AS -h J). At the same time, r^{By) = 0', so that (x,y) = (x, r ^ B y ) ) ' M 
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Lemma 3. With B  as in Lemma  2, B  G  B  >Oy\\B\\  <1,  and B  is  one­to­one. 

Proof. Choose  y  in  H and let  z' be the (unique) vector in V found in the proof of 

Lemma 2, such that  {x,y)  =  {x^z')' for each  x in  T>{Ao) and in terms of which  By 

was defined to be  L{Z'). Then 

l |Sy| | = < Ik ' l t < lly||-

Hence ||B|| < 1. Choose x„ in P(i4o) tending to  z' in V. From Lemma 2, 

and 
{By,y) =lim(xn,y) = lim(xn,2:')' 

n n 
= ^ m ( x „ , r \ B y ) y = { z ' , r \ B y ) y = H r ^ S y ) ! ! ' ' > 0. 

Thus S > 0 . 

If y is a non-zero element of  H, then for some  x in (the dense Unear manifold) 

•D{Ao), 

0^{x,y)  =  {x,r\By)y. 

Hence ^ 0. From Lemma 2,  t is one-to-one, whence  By ^ 0, and  B is 

one-to-one. I 

We use the notation  L and S, in the theorem that follows, to describe the Priedrichs 

extension. 

Theorem 4. If Ai  is  the  mapping  inverse  to  B,  then  Ai  —  I  (=  A)  is  a  positive 

self­adjoint  extension  (the  Friedridis  extension)  of AQ, and T>{A) C  L{V).  Moreovery 

A  is  the  unique  positive  self­adjoint  extension  of Aq  satisfying  'D(A) C  i(T>'). 

Proof. Suppose x  = Bu and  y = Bv. Then  x  €   T>{Ai)  = T>{A), and 

{Ax, y)  =  ((Ai  ­  I)x,  y)  =  {u­  x,  Bv) 

=  (B{u  ­  x),v)  =  (x ­  Bx,v) 

=  (x,{I­B)v)  =  {x,v­y) 

=  (a:,(Ai­/)y) =  (x,Ay>. 

Thus y €  V{A*) and  A*y  = Ay, It follows that  A C  A\ 

With V in W, let  x  = Bv.  If  z  £ then 

{v,BA*z)  =  {Bv,A*z)  =  {x,A*z) 

=  {Ax,z)  =  {{Ai^I)Bv,z) 

=  {v­Bv,z)  =  (v,{I­^B)z). 

Since this equality holds for all  v in  H, 

{I­'B)z  =  BA*z. 
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Thus z = B{Ii- z is in the range of B.andze V{A). Thus A = A\ 

If X and u are in T>{AQ), then from Lemmas 2 and 3, 

{u,xy = ((Ao + I)u,x) = {uMo + I)x) = {u,r\B{AO + I)x)}'. 

Since V{Aq) is dense INV ^x = r^{B{AO + I)x)^ whence 

X = = B{Ao + I)x. 

Hence x 6 T>{Ai) and Aix = (Ao + I)x. Thus Ax = {Ai — I)x = AQX^ and A is a 

self-adjoint extension of AQ . 

The range of B is T>{Ai) (= V{A)), Prom Lemma 2, the range of B is contained in 

tiV). Thus V{A)  C t(D'). For each y in K, 

(A5y,By) = ((Ai - J)By,52/) = ((J ~ > 0, 

since I — B and B are positive, commuting, bounded operators on H. Thus A is 

positive. 

The restrictions on (that is "properties of") a positive self-adjoint extension of AQ are 

noted in Lemma  1. Suppose now that A' is such an extension and that T>{A')  C i{V). 

Let B' be the operator arising from A' with the properties corresponding to those of 

B in Lemma 1. Then 

((Ao + I)x, {B - B')y) = 0 (x €  I>(Ao), y €  H). 

Since V{A')  C there is a vector u' in V such that c{u') = {B - B')y. Let {xn} 

be a sequence of vectors in T>{AQ) tending to U' (in D'). Then 

and 

llx™  ­  ( B  ­  B')y| l  =  b m  ­  <  ll®m  ­  u'lr  ­  0 

{x„,u'y  = l i m ( x „ , a ; m ) ' 
m 

= \im{{Ao-{-I)xn,Xm) 

m 

= 0. 

Hence {u'.u')' = limn(a:n,wT = 0, and u' = 0. It follows that t{u') = (J? - B')y = 0 

and B = B'. Since B and B' are the mappings inverse to A and  A', respectively, 

A  =  A'.  • 

Corollary  5. Let 71 be a von Neumann algebra acting on a Hilbert space H and Aq be 

a closed, densely defined, symmetric operator aJEliated with 7Z. Suppose (AQX^X) > 0 

for each x in T>(Ao) and A is the Friedrichs extension of AQ. Then A rj 11. 

Proof. Let V be a unitary operator in R'. Then V'AV* is a positive self-adjoint 

e x t e n s i o n of  F ' A Q F ' * a n d V(V'AV'*)  C V'{l{V)). Since  AQ rj K, VAOV""  =  AQ. 

Prom uniqueness of the Priedrichs extension, it remains to show that V'{L{V))  C t{V). 
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Suppose z 6 I{TY) and L{Z') = z (with z' in D'). Then {XN} tends to z' for some 

sequence {xn} in V{Aq). Since Aq rj 11, V'{V{Ao)) = V{AO) and V'xn G V{Ao). Now 

yy'Xn - V'Xmt = Uo + I)V'{Xn - XmW'iXn " X^)) 

= {{Ao -f I){xn - XM), {xn " 

as m,n 00 since {â n} converges in V. Thus {V'xn} converges in V to some u' 

and {V'xn} converges in H to L{U'). Since {x„} tends to 2r in W, {V'xn} tends to V'z 

in N. Thus V'z = L{U') E I{V) and V'{L{V)) C C{V). I 

3. Monotone Convergence. 

We prove an unbounded non-commutative monotone convergence result 

(Theorem 9) and use it to give a proof of the Murray-von Neumann "BT-Lemma" 

[7; Lemma 9.2.1] (cf. [6; Theorem 7.2.1']). A more easily proven unbounded monotone 

convergence result, with the assumption of a separating vector, is found in Proposi-

tion 7 and Corollary 8. The lemma that follows, blending weak and norm convergence 

of nets of vectors in a Hilbert space, will be useful throughout this section. 

Lemma 6. Suppose {ya}aef\ a bounded net of vectors in a Hilbert space H. 

(i) Suppose {xftjfeeB converges in norm to a vector x and y is a vector in H such that 

lima{ya,Xb} = {y,Xb} for each b in B. Then lima{ya,x} = {y,x} and lima,b(ya,^b} = 

(ii) Suppose V is a dense linear submanifold of H such that lima(ya,x) converges 

for each x in V. Then {ya} converges weakly to some y in H. 

Proof, (i) Choose k such that ||y|| < k and \\ya\\ < k for each a in A. Given a positive 

e, choose V in B such that \\x - a:6|| < e/6k when b > V. Now choose a' in A such that 

\{ya - y,xi,')\ < e/6 when a > a'. Then 

\{ya,x)-{y,x)\ < \{ya,x - Xb')\ \{ya - y,xb')\ \{y,xb> - x)\ 

<||ya||€ /6fc + 6/6-h||y||6/6fc<6/2 

when a > a ' . Thus lima(ya,a:) = {y^x). At the same time, when a > a ' and 6 > 6', 

- {y,x)\ < \{ya,XB) - (ya,x)\-f- \{ya,x) - {y,x)\ 

<\\ya\\e/6k + e/2<e. 

Thus \ima^b{ya,Xb) = (y,a;>. 

(ii) The mapping x ]ima{ya,x) is a conjugate-linear fimctional on V, Since 

|(ya, < ||ya|| and {||ya||}o€ A is bounded, this functional is bounded and extends, 

without change of norm, to a boimded conjugate-linear functional on H. From Riesz's 

representation of such functionals, there is a vector y in W such that Hma (ya, x) = (y, x) 

for each x in T>, With z in H, there is a sequence {xn} in V that converges in norm to 

Since lima(yo,a;n) = (y,a^n), the condition (i) is satisfied and ]ima(ya,z) = (y,z). 

Thus {ya}aeA converges weakly to y. I 
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For  the  purposes  of  the  following proposition,  we define H < K ioi  positive  sym­

metric  operators  if  and  Ji:  to  mean  that V{K)  C  and {Hx,x) < (Kx,x)  for 

each X  in  ^{K). 

Proposition 7. Let {Ha}a€ i\ be  a monotone increasing  net of positive symmetric 

operators aMiated with a von Neumann algebra 71 acting on a Hilbert space H and 

xo be a separating unit vector for H in the domain of each Ha. If either of the following 

two conditions is satisSed, 

(i) {HAXO}A€ F\ Converges weakly inHto some vector ({IFA}A€ N need not be required 

to be increasing in this case), 

(ii) the net  {||ir„xo||}.eA  is bounded, 

then there is  a positive self-adjoint operator H  affiliated with % such that 

{HaT'xo}aei\ converges weakly to HT'XQ for each T in TV. 

Proof,  (i)  By  assumption  {Faa;o}«€ ft  converges  weaJtly  to  some vector HQXO  in H. 

Since bounded operators on H are continuous on H  in its weak topology,  {r'fr„xo}a€ A 

(=  {H«r'a;o}«6ft)  converges  to  the  vector T'HQXQ  in H.  We  define HQT'XO  to  be 

T'HQXQ.  Then HO  is linear with  (dense)  domain TVXQ.  Moreover, 

{HoT'xo,T'xo) = lim(^.r'xo,T'xo)  > 0 

since each Ha  is positive.  It  foUows that  Ho is symmetric and,  therefore, has a  closure 

HI  that  is  positive.  With V  a  unitary  operator  in W, HIV'T'XQ = V'T'HOXO = 

V'HIT'xo.  From [6; Remark 5.6.3], HIRJTL  since Tl'xo  is a core for HI.  The Friedrichs 

extension H  of HI  is affiliated with 71  (Corollary 5)  and has  the  properties  required. 

(ii)  Suppose k  is  a  bound  for  the  net  {||fr„xo||}„€ A.  Since  the  ball  of  radius 

k  with  centre  0  is  weakly  compact  in  7i,  some  cofinal  subnet  of  {ir„xo}«eA  con­

verges  weakly  to  a  vector  in  that  ball.  From  (i),  there  is  a  positive  self­adjoint H 

affiliated  with 71  such  that  that  cofinaJ  subnet  of {HaT'xo}  converges  weakly  to 

HT'xo foi  each  T'  in 71'.  Since  {fr„}.€ A  is  monotone  and  that  subnet  is  cofinal, 

{{HaT'xo,T'xo)}aei\  converges to {HT'xo,T'xo)  (over A) for each T'  in 71'.  Polariz­

ing, we have that  {(ff«T'xo, 5'xo)}a€ A  converges to {HT'xo, S'xo)  for all T'  and S'  in 

71'. From Lemma 6 (ii), {HaT'xo}asi\  converges weakly to some vector y  in 7{.  Thus 

(y - HT'xo, S'xo) =  0 for all  5 '  in 71'.  Since Tl'xo  is dense in  W, y = HT'xo.  Thus 

{/fa7"xo}a€ A  converges weakly  to HT'xo  for each T'  in 71'.  I 

Corollary 8. Let  be a sequence of positive symmetric operators aMiated with 

a von Neumann algebra 71 acting on  a HUbert space H and xo be a  separating  unit 

vector for 71 in the domain of each Hi Suppose {Hi} is monotone  increasing. If some 

subsequence of {fr„xo } converges weakly, then there is a positive self-adjoint operator 

H amiiated with 71 such that {H„T'xo} converges weakly to HT'xo for each T  in 71. 

Proof.  The weakly convergent  subsequence of  {£r„xo} is bounded  from [6; Theorem 

1.8.10]  U n < m  then  | |^„x„|p  =  (Hlxo,xo)  <  {fr^xo,x„)  =  | |ir„xo||^  Thus 

{£r„xo} is bounded,  (u)  of Proposition  7 applies and  completes  the  argument.  • 
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Theorem 9. Suppose {JlajaefK is a monotone increasing net of operators in a von 

Neumann algebra H acting on a Hilbert space H. Let T be the family of vectors x in 

H such that {{HaX, x) : a>ao} is bounded for some ao in f\ and E be the projection 

with range Then Ee 11, and there is a self-adjoint operator H aBhated with 11 

such that EH C HE, H{I - E) = 0, V{H) 0 ( / ~ E)(n) C :F, and {{HaX,x)}aefK 

converges to (Hx, x) for each x in V{H) D 

Proof. We may replace {Ha}aeA by {Ha}a>a' for some a' in A. Since < 

Ha', we may assume that rl < Ha for each a in A and some (fixed) real number r. 

Let Ka be Ha + {1 - r)I. Then {Ka} is monotone increasing, I < Ka, and x £ if 

and only if {{KaX,x)}aef\ is bounded. If we find a self-adjoint operator K affihated 

with n such that EK C KE, K{I-E) = 0, V{K) Q {I ^ E){n) C JF, and {{KaX,x)} 

converges to {Kx, x) for each x in V{K) D then X - (1 - r)E will serve as the 

required H. 

Since {HaU'x,U'x) = {U'*U'HaX,x) for each unitary operator U' in 7^^ U'x G T 

when X G Thus Eell" 11. From [6; Proposition 4.2.8], {K-^}aef\ is monotone 

decreasing. Now 0 < K^^, whence {K-^}aef\ converges to its greatest lower bound 5 

in the strong-operator topology. We have that Sell and 0<S< I. Since I < Kh < 

Ka when 6 < a, we have that 0 < Ka^^''K^K^^''' < 1. As tends 

to S^I'̂ Ki.S^I'̂  in the strong-operator topology, we have that 0 < S^I'̂ Ki.S^I'̂  < / and 

< 1 for each h in A. (See [6; Remark 2.5.10, Proposition 5.3.2].) It foUows 

that < \\z\\ for each 2: in W. Thus S^^^z and Sz (= S^^'^S^^'^z) are in J", 

so that F < E, where F is the range projection of S. 

Suppose Fy = 0. Then Sy = 0, since 5 = 5*, and S^^^y = 0. From [6; Proposition 

4.2.8], {Ka is monotone decreasing with strong-operator hmit Hence 

tends to 0. Let r̂̂  be Ka^^^y so that y = kV^ Za. With a: in T, we 

have that 

\{y,x)\ = \(Kha,x)\ = \{Za,Kh)\ < 
a 

since {\\Kl'^x\\}aef\ (= {(KaX ,xy'^}aef\) is bounded and ||^a|| 0. Thus y is 

orthogonal to and I - F < I - E. Combining this with the inequality F < E, 

established in the preceding paragraph, we conclude that F = E, 

Define K{Sx + y) to be x when x e E{n) and y G (/-JE;)(W). Since S is one-to-one 

on E{H), K is well defined: The range of 5 is dense in E{H), whence K is densely 

defined. Moreover, 

{K{Sx -h y), Sx-^y) = (x, 5x -h y) = (x, Sx) > 0. 

As in the proof of Lemma 1, K is symmetric and positive. Moreover, EK{Sx + y) = 

Ex = x = KE{Sx-{-y) so that EK C KE, K{I^E) = 0, and V{K)Q{I^E){n) C :F. 

At this point, several possibiHties present themselves for proceeding with the ar-

gument. Theorem 4 and Corollary 5 apply to yield a positive self-adjoint extension 

of K affiliated with H. By using the.Borel fimction / , defined at 0 as 0 and at a 
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positive real t as 1/t, and the Borel function calculus of [6; Section 5.6] (see, especially 

[6; Theorem 5.6.26]) to form /(5) , we arrive at a self-adjoint operator extending K 

(inverse to S on E{H)). If we restrict 5 to then S is invertible in the sense of 

the discussion of p. 595 of [6], and the argument of the last paragraph of p. 596 appUes 

to show that f{S) restricted to E{H) is the mapping inverse to the restriction of 5. 

Thus / (5 ) = X, and K is a positive self-adjoint operator affiliated with K. This last 

conclusion can also be argued directly, without appeal to the Borel function calculus, 

as presented at the top of p. 467 of [6] (with K in place of To). 

By construction of K, V{K) 0 ( / - E){H) is the range of 5, which is contained 

in .F, as we have shown. Thus V{K) fl J" is the range of S. With x in E{n), 

lies in the closed ball in H of radius ||a:|| with center 0. Since this 

ball is weakly compact, some cofinal subnet {JC^/^S^^ila'eft' of 

converges weakly to a vector u. We shall show that Eu — x. Given z in H, from 

Lemma 6 (i), 

a' ,a 

a' 

= {S'^x,z). 

Thus S^/^u = S^/^x, and 

Eu = KSEu = Ksisiu = KS'^Sh = x. 

Suppose, now, that ||x|| = 1. Given a positive e, we can choose a' in A' such that 

Then 

1 — €  = {x,x) —t = {Eu, x) — e = {u,x) — e 

<\{K^.Sh,x)\<\\KlSix\\ IH 

= | | 4 5 ^ X | | < | H | = 1. 

Thus, if a > a', 

( 1 - e ) ^ < = { S ' ^ K a ' S h , x ) 

< {S^KaSh,x) < ||x||2 = 1. 

It follows that tends to 1. As is monotone 

increasing and bounded above by E, this net converges to some positive A (C E) in 

the strong-operator topology. Prom what we have proved {Ax, x) = 1 for each x of 

norm 1 in E{H). Thus A = E and 

{KaSx,Sx) = (Six.S^55x,S'x) 

^{ESh,Six) = (x,Sx) = {KSx,Sx). 
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Theorem 10. Let 71 be a von Neumann algebra acting on a Hilbert space xo be 

a vector in H and ZQ be a vector in [T^^XQ]. Then there is a B in IT and a positive 

self-adjoint T affiliated with K such that BTXQ = ZQ. 

Proof. We may assume the ||2:o|| = 1. We first choose To in 11 such that \\ZO-TOXQ|| < 

and ||ToXo|| < poll = 1. We then choose Ti in U such that \\ZQ - TQXQ - TIXQ\\ < 

4-2 and ||Tia:o|| < || 2̂0 — Toa:o|| ( ^ 4 Continuing in this way, we choose Tn in 72. 

such that 

Po - Toxo -Tixo Tn^ixo - TnXoW < IITnXoll < 4 - " . 

Then S ^ Q '̂ ^XQ converges to ZQ. 

Let VnHn be the polar decomposition of r„ . Then ||FnXo|| = ||T„xo|| < 4"'*. Let 

Km he + Then 

m m 

WK^xoW = {Klxo^xo) = b o f + < ||xo||^ + 

k=0 k=0 

Thus {KmXo} is bounded. Let w be a weak limiting point of {Km^o} in H. We apply 

Theorem 9 with {Km} in place of {Ka}aef\' Let T be the positive self-adjoint operator 

affiliated with 11 such that {{KmX.x)} converges to {Tx,x) for each x in V{T) D 

S be the strong-operator limit of the monotone decreasing sequence {K^^}, and be 

a vector in H, From Lemma 6, we have 

(u, Sz) — lim{Km'Xo, Sz) = \\m\\m{Km'Xo,Kn^ z) 
m' m' n 

= lim {Km' Xo, z) = \im{Km' xq , X;;? z) 
m'jn m' 

= {xo,z). {{Km'Xo} a subnet of {KmXo}) 

Thus SU = XQ, It follows that XQ G V{T) fl ^ and that Eu = TSU = TXQ. Thus 

xo=Su = SEu = STXQ. 

Since ^""Hl < J + YJI^^o^^Hl = K ^ when n < m, we have that X-^iTjii :-! < 

4"**/. As the product of operators is jointly strong-operator continuous on bounded 

subsets of {K^H'i^K^} tends to SH'^S in the strong-operator topology as m 

tends to 00. Thus 0 < SHlS < 4-'*J and 
— — 

||T„5|p = ||5r„*r„5|| = | | 5 F ^ 5 | | < 4 - » . 

It follows that 2 ^ 0 converges in norm to an operator B in Moreover, 

/ 0 0 \ 0 0 0 0 

BTXQ = I ^ T „ S ] T®O = X I T^NSTX^ = = ^o-

\n=0 / n=0 n=0 

4. Cones and States. 

In this section, we study the Takesaki cones V2 and Vl'^ associated with 

a von Neiimann algebra % acting on a Hilbert space H and a separating and generating 
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vector u. (See [8], where these cones were first introduced and investigated.) The 

notation and results of Tomita's modular theory [8,9], as described in [6; section 9.2], 

will be used. We recall that conjugate-linear operators SO and FQ, with dense domains 

Tin and Ku, respectively, are defined by SqAu = and FOA'u = A'*u for A mil 

and A' in 11'. It is easy to show that Fq C SJ and SO C F^, so that So and Fq have 

closures S and F, respectively. The polar decomposition JA^/^ of S, where A = S*S, 

supplies the main elements, J and A, of Tomita's theory. 

With X a vector in W, define functionals (t>x on K and on TV by <l>x{A) = (Aw, x) 

and (t>'x{A') = {A'u^x). The vectors x that give rise to positive functionals (j)'^ form a 

cone V2 in H. Symmetrically, those vectors x that give rise to positive functionals (t>x 

form a cone V^^ in H. The Friedrichs extension plays a key role in estabUshing that 

X G Vj if and only if A; = Hu for some positive self-adjoint operator H affiliated with 

11. This result is a crucial step in the exposition of Takesaki's results that follows. 

Theorem 11. The functional on H' is positive if and only if x = Hu for some 

positive self-adjoint H aJRliated with 11. 

Proof . Suppose x G and F^x = x. With A' self-adjoint in 71', we have that 

{A'u,x) = {FoA'u.x) = {F^x.A'u) = {x.A'u)] 

whence <l>'x{A') is real and is hermitian. 

Assume, now, that is hermitian and T' £ IV. Then 

(FoT'u,x) = {r*u,x) = = <t>',{T') = {Tu,x) = (x,T'w), 

whence a: €  V^F^) and a: = F^x. (That F^ = S is proved in [6; Corollary 9.2.30].) 

Suppose X = Hu, where H is a positive self-adjoint operator afiiliated with 1Z. Let 

{EA} be the resolution of the identity for H (cf. [6; pp. 310, 311]), and let Hn be 

HEn for each positive integer n. Then Hn e H ond EnH C Hence FF„u = 

EnHu Hu = X asn tends to oo (since En is strong-operator convergent to I). Now 

{A'u.Hnu) = {HnA'u.u) > 0, when A' is a positive operator in H'. Thus 

0 < \im{A'u,Hnu) = {A'u.Hu) = {A'u.x), 
n 

and > 0. 

Suppose that > 0 for an a; in H. Then, in particular, is hermitian. From 

what we have proved, x €  and F^x = x. Let L\A'u be A!x for ea«h A' in W. 

Then 1° is a Unear operator with (dense) domain Tl'u, and 

{LlA'u,B'u) = {x,A'*B'u) = {x,FoB'*A'u) 

= {A'u,B'F;x) = {A'u,B'x), 

for all A' and B' in H'. Thus B'u €  I>(I°*) and Ll*B'u = B'x. It follows that the 

domain of is dense, whence I " has a closure I , - (See [6; Theorem 2.7.8 (ii)].) H 

T'£n', 

(LrT'u,T'u) = { T ' i , T ' u > = <t>'^{T'*T') > 0, 
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since T'*T' is a positive operator in Tl'. But Wu is a core for L^, whence L^ is a 

positive symmetric operator. Moreover, with U' a unitary operator in 71', 

U'L^T'u = U'T'x = L^U'T'u. 

Since Wu is a core for Lx rj 71 from [6; Remark 5.6.3]. Theorem 4 and Corollary 

5 apply; Lx has a positive self-adjoint extension H, its Priedrichs extension, affiUated 

with n. Finally, x = L^u = Hu. | 

With X a hnear space and X^ its dual space, cones V in X and V^ in X^ are said 

to be dual cones when a: €  V if and only if > 0 for each in V^, and rj eV* it and 

only if rj{y) > 0 for each y in V. In a sense, V and V^ are dual when each "determines" 

the ordering induced by the other. This concept applies in various contexts of linear 

space and dual space. If X is a compact Hausdorff space and C{X) is the algebra 

of continuous complex-valued functions on X, the cone of positive functions and the 

cone of positive linear functionals on X are dual. As interpreted in a Hilbert space 

W, and using the fact that H can be identified with its dual, cones V and V in H are 

said to be dual cones when x €  V if and only if (x, x') > 0 for all x' in V, and y' €  V 

if and only if (y, y') > 0 for all y in V. 

Proposition 12. The Takesaki cones Vj and vV^ are norm-closed dual cones in H. 

Proof. If A' is a positive operator in 71', then 0 < {A'u,ax -i- y) when a > 0 and 

x, y G Vj. Thus ax-\-y eV^. If u and -v are in Vj, then (A'w, v) = 0 for each positive 

A' in 11'. Since each operator T' in TZ' is a linear combination of (four) positive 

operators in 7^', {T'u.v) = 0. Since [Jl'u] = H, v = 0. Thus Vj and, symmetrically, 

Vy^ are cones in H. 

If {â n} is a sequence of vectors in Vj tending to x in norm and A' is a positive 

operator in H', then 0 < {A'u,Xn) (A'u.x), Hence x G Vj, and Vj is norm closed. 

Symmetrically, V^^ is norm closed. 

If v €  Vy^, then {Au,v) > 0 for each positive A in 7 .̂ If t/; €  Vj, then from 

Theorem 11, w = Hu for some positive self-adjoint H affiliated H. With {Ex} the 

resolution of the identity for H, 

0 < {HnU.v) = {EnHu,v) {Hu,v) = {w,v), 

where Hn = HEn €  H, 

If {w, v)>0 for each t; in V y ^ then 

0<{w,A'u)=:{A'u,w) 

for each positive A' in 7^', since A'u G V^^ (from Theorem 11 applied with W in 

place of 7^). Hence > 0 and w; €  Vj. Thus ly G Vj if and only if {w,v) > 0 for 

each i; in V^^. Symmetrically, v G V^^ if and only if (ly, v) > 0 for each w; in Vj. I 

We recall the notation TV' and 7 '̂+ for the sets of positive operators in 11 and 7^', 

respectively. 
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Proposition 13. The Takesaki cones Vj and V^^ are the respective norm closures 

ofn-^u and n'-^u. Moreover, A^/^Tl+u = TZ'-^u and A-^/^Tl'+ii = whence Vj 

and Vy^ are the respective norm closures of A'^^^Tl^'^u and A^^^TZ'^u. 

Proof. From Theorem 11, C Vj. If x €  Vj, then x = Hu for some positive 

self-adjoint H affiliated with U, again from Theorem 11. With {Ex} the resolution 

of the identity for H, Hn = HEn G and HnU = EnHu Hu = x. Thus x 

is in the norm closure of u. It follows that V^ is the norm closure of lV'u and, 

symmetrically, Vi^^ is the norm closure of W'^u. 

Let be J A* J for A in H, The mapping $ is a * anti-isomorphism of K onto 

n' [6; p. 591]. Thus ^(71+) = With A in Au €  V{S) = I)(Ai/2), and 

A^I'^Au = JSAu = JA^u = JA^Ju = ^A)u. 

Hence A^^^H-^u = Symmetrically, with A' in A'u G V{F) = 

and 

= JFA'u = JA'^u = JA'^Ju = 

T h u s A-^/^n'-^u = n^u. I 

The notation we are using for the Takesaki cones is motivated by Proposition 13, 

which identifies V2 and V^^ with the norm closures of Ti+u (= A®7^+w) and A^/^^^+u, 

respectively. This notation is Araki's who introduces [1,2] and subjects to a deep and 

penetrating analysis, the one-parameter family of cones VJ defined as the norm closures 

of where a G [0,1/2]. Araki shows that VJ and Vj' are dual cones, where a' = 

1/2 - a. The cone V^^, which is "self-dual," exhibits surprising and useful properties. 

Independently, and at the same time, Connes [3] introduces and studies the self-dual 

cone, proving an important order characterization result for von Neumann algebras. 

Haagerup, in an unpublished note, studies the self-dual cone at about this same time. 

(His clever techniques are incorporated in the solution to [6; Exercises 9.6.62-4].) In 

[5], Haagerup extends the scope of his self-dual-cone techniques and results to the 

non-countably decomposable case. 

Theorem 14. With a; a normal state of 1Zy there is a unique vector v in Vj such that 

Uv I = u;. Moreover, 

- w|| = inf{||2: - w|| : o;̂  I 71 = u}. 

Proof. Prom [6; Theorem 7.2.3], there is a unit vector z mH such that a; = a;̂  | 

(as % admits the separating vector u). Prom [6; Theorem 7.3.2], there is a partial 

isometry V in such that u ' is a positive normal linear functional on where 

= (t>',{V'A') for each A' in and such that (t>',{A') = Now 

u;'{A') = A') = (V'A'u.z) = {A'uy*z), 

whence {v =) G V^. In addition, 

{A'u,z) = = = <I>',{V'V'*A') = {A'u.V'V'^z). 
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Since u is generating for z = V'V'*z. Thus 

If if is a positive self-adjoint operator affiliated with 7?. and u £ 'D{H), then u £ 

m/^u €  Vim'^), H'/^H'/^u = Hu, and A'H'/^u = H'^^A'u for each A' 

in H'. Thus, if V is a partial isometry in 71'. 

\{V'Hu,u)\ = \{V'Hiu,Hiu) 

^^ < wH^nr 

= {Hu,u) 

and 

(2) Re{V'Hu,u) < {Hu,u). 

Suppose 2; is a unit vector in H such that UZ\ = UJHU \ The mapping AHu —> Az 

{A G 1t} extends to a partial isometry W in with initial space [RHu]^ such that 

W'Hu = From (2), 

Re{z,u) = Re{W'Hu,u) < {Hu,u), 

so that 

(3) = 2~2Re(^w,u ) <2-2Re( ;^ ,u) = \ \ z - u f . 

From Theorem 11, there is a positive self-adjoint operator H, affiliated with such 

that r = Hu, From (3), 

If v' is another vector in V2 such that | = a;, then 

and v' = V'Hu for some partial isometry V in IV with Hu (= v) in its initial space. 

Hence 

Re(V'ffw,«) = Re{v\u) = Re(t;,u) = {Hu,u), 

and the inequality of (2) is equality in the present case. It follows that 

{V'Hu,u) = =Jle{V'Hu,u) = (Hu,u), 

so that 

Thus V'H^/^u = H^/'^u and 

v' = V'Hu = V'H^Hiu) = hWh^U = HU = V. 
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Combining Theorems 11 and 14 yields a far reaching non-commutative Radon-

Nikodym result. In effect, the normal state u is "absolutely continuous" with respect to 

I 71, and a; = lohu \ n, where H'^ = H > 0 and H Tj 11. Loosely, a;(A) = Un{HAH) 

for each A in 71 (although HAH is not bounded, in general, so that, in fact u;{HAH) is 

not defined). Thus H'̂  is the Radon-Nikodym derivative of u; with respect to Wu. In the 

non-commutative context, ''HAH'' rather than is the appropriate formulation. 
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