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Abstract

This study analyzed survey data from 169 South Indian adolescents (grades 6-12) to under-
stand school bullying and violence. Logistic regression revealed that older age increases the
likelihood of traditional bullying, while females are less likely to experience this form of ag-
gression. Principal Component Analysis (PCA) and Factor Analysis (FA) uncovered latent
dimensions characterizing bullying patterns. The findings support targeted interventions tai-
lored to demographic and behavioral contexts.



Foreword

School violence and bullying hinder inclusive and equitable quality education. Legal protections such as the
Indian Penal Code and The Juvenile Justice Act exist, alongside provisions in the Right to Education Act.
Despite these frameworks, bullying persists as a widespread issue, particularly in schools. This report inves-
tigates the factors contributing to bullying and victimization among adolescents in South India, providing a
robust statistical foundation for evidence-based interventions.
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Chapter 1

Introduction

1.1 Objective

School bullying and violence undermine students’ rights to safety and education, directly conflicting with
global goals like SDG 4 and India’s child protection laws. This study analyzes bullying patterns among 169
adolescents (grades 6–12) in South India, focusing on its demographic drivers, behavioral forms, and predic-
tive factors. The objectives are:

• To identify how gender, age, and socio-economic status correlate with bullying roles (perpetrator/victim).
• To classify bullying types (physical, verbal, social, cyber) and their prevalence in traditional vs. virtual class-
rooms.

• Tomodel victimization likelihood using logistic regression with age and gender as predictors.
• To reduce behavioral complexity via PCA and uncover latent dimensions (e.g., general bullying vs. online-
specific patterns).

Bymerging statistical rigorwith socio-legal context, the study aims to inform targeted interventions andpolicy
reforms, addressing gaps in localized Indian bullying data.

1.2 Data Description

The dataset analyzed in this study was collected through a structured survey conducted among 169 school-
going adolescents in grades 6–12 from two urban centers in South India. The survey captured bullying
prevalence, frequency, and forms in both traditional (in-person) and virtual (online) classroom settings.

1.2.1 Key Features of the Dataset

• Demographic Variables:
• Gender (Male/Female), Age (11–18 years), Grade Level (Middle/High School), and Socio-Economic
Status (SES).
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Chapter 1. Introduction 4

• Bullying Variables:
• Types: Physical, Verbal, Social, and Cyber Bullying.
• Roles: Perpetration (engaging in bullying) and victimization (being bullied).

• Measurement: Likert-scale frequency responses and context (traditional/virtual).

1.2.2 Strengths and Limitations

• Strengths: Multidimensional coverage, developmental focus, dual contexts.
• Limitations: Small sample size, regional bias, self-report bias, missing data handling.

1.2.3 Justification for Analysis

The dataset offers a foundational understanding of bullying in South India, with cyber bullying data address-
ing modern educational challenges.

1.3 Methodological Description

1.3.1 Logistic Regression

Logistic regression was employed to examine the relationship between bullying victimization (a binary out-
come variable) and various predictor variables such as gender, age, and socio-economic status. This method
was particularly suitable for our study as it allowed us to model the probability of a student experiencing bul-
lying, given their demographic characteristics. The logistic function ensured that the predicted probabilities
remainedwithin the valid range of 0 to 1,making the results interpretable in terms of odds ratios. For instance,
we could quantify how being female or being a certain age influenced the likelihood of bullying victimization.

However, logistic regression comes with several assumptions that need to be addressed. We ensured that
the outcome variable was binary, that there was a linear relationship between the log-odds of the outcome and
the predictor variables, and that multicollinearity among predictors was minimal (verified using Variance In-
flation Factors, VIF). Despite its advantages, logistic regression has limitations, such as its inability to capture
non-linear relationships unless explicitly modeled and its sensitivity to outliers. Additionally, the model re-
quires a sufficient sample size to produce reliable estimates, typically around 10 events per predictor variable.
Nevertheless, logistic regression was chosen for its ability to provide clear, interpretable results that directly
addressed our research questions about demographic predictors of bullying.

1.3.2 Principal Component Analysis (PCA)

PCA was utilized to reduce the dimensionality of our dataset, which included multiple correlated variables
related to different types of bullying (physical, verbal, social, and cyber). By transforming these variables into
a smaller set of uncorrelated principal components, PCA helped us identify underlying patterns and latent
structures in the data. For example, the first principal component (PC1) often represented a general bullying
factor, while subsequent components highlighted distinctions between different forms of bullying, such as
online versus traditional bullying.

Statistical Analysis: School Bullying Project
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The application of PCA required several assumptions to be met. We standardized the data to ensure that
each variable contributed equally to the analysis and checked that the variables were sufficiently correlated
(using the Kaiser-Meyer-Olkinmeasure, KMO). The sample size was also considered adequate, with at least 5
to 10 observations per variable. Despite its utility, PCAhas limitations, including its sensitivity to data scaling
and the subjective nature of component selection, often relying on the ‘elbow’ method in scree plots. How-
ever, PCAwas invaluable for uncovering hidden trends in the data and simplifying the complex relationships
between bullying variables.

1.3.3 Factor Analysis

In addition to PCA, we conducted factor analysis to further explore the latent constructs underlying the
observed bullying variables. While PCA focuses on explaining variance, factor analysis aims to identify the
underlying factors that explain the correlations among variables. This method allowed us to test specific hy-
potheses about the structure of bullying behaviors, such as whether physical and verbal bullying load onto
distinct factors or share a common underlying dimension.

Factor analysis assumes that the observed variables are linear combinations of the latent factors, plus some
error. We used maximum likelihood estimation to extract factors and applied rotation techniques (e.g., vari-
max) to achieve a simpler, more interpretable structure. The analysis provided insights into how different
bullying behaviors cluster together, offering a deeper understanding of the constructs measured in our sur-
vey. However, factor analysis also has limitations, such as the need for a sufficiently large sample size and
the potential for subjective interpretation of factor loadings. Despite these challenges, factor analysis com-
plemented PCA by providing a more nuanced view of the data, particularly in validating the dimensions
identified through PCA.

Integration of Methods

The combination of Logistic Regression, PCA, and Factor Analysis provided a comprehensive analytical
framework for our study. Logistic regressionhelpedus identify key demographic predictors of bullying, while
PCA and factor analysis revealed the underlying structure of bullying behaviors. Together, these methods al-
lowed us to address both the ”what” and the ”why” of bullying patterns, offering a robust foundation for
our conclusions and recommendations. By leveraging the strengths of eachmethod and acknowledging their
limitations, we ensured that our findings were both statistically sound and practically meaningful.

Statistical Analysis: School Bullying Project
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Methodological Framework

2.0.1 Logistic Regression

Logistic regression is a statisticalmethodused tomodel the relationship between a binary dependent variable
(e.g., bullying victimization: yes/no) andoneormore independent variables (e.g., age, gender, socio-economic
status). Unlike linear regression, logistic regression predicts the probability of an outcome, constrained be-
tween 0 and 1, by applying the logistic (sigmoid) function.

Mathematical Foundations of Logistic Regression

The logistic regression model assumes the following relationship between the dependent variable 𝑌 (binary)
and the independent variables 𝑋1, 𝑋2, … , 𝑋𝑝:

log( 𝑝
1 − 𝑝) = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑝𝑋𝑝 (2.1)

(2.2)

Where:

• 𝑝 = 𝑃(𝑌 = 1): Probability of the event occurring (e.g., victimization).
• 𝑝

1−𝑝 : Odds of the event occurring.

• log ( 𝑝
1−𝑝): Log-odds (logit) of the event.

• 𝛽0, 𝛽1, … , 𝛽𝑝: Model parameters (intercept and coefficients).
• 𝑋1, 𝑋2, … , 𝑋𝑝: Independent variables.

The logit functionmaps the linear combination of predictors to the log-odds, while the logistic (sigmoid)
function transforms the log-odds back into probabilities:

𝑝 = 1
1 + 𝑒−(𝛽0+𝛽1𝑋1+𝛽2𝑋2+⋯+𝛽𝑝𝑋𝑝)
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Figure 2.1: Logistic Function Curve

Model Fitting and Interpretation of Coefficients

The coefficients𝛽1, 𝛽2, … , 𝛽𝑝 are estimated usingmaximum likelihood estimation (MLE), which identifies
the parameter values that maximize the likelihood of observing the given data.

Coefficient Interpretation:

• 𝑒𝛽𝑖 : The odds ratio (OR) associated with a one-unit increase in 𝑋𝑖, holding all other variables constant.
• 𝛽𝑖 > 0: Positive association; as 𝑋𝑖 increases, the odds of 𝑌 = 1 increase.
• 𝛽𝑖 < 0: Negative association; as 𝑋𝑖 increases, the odds of 𝑌 = 1 decrease.

Odds ( 𝑝
1−𝑝 )

Log-Odds (log 𝑝
1−𝑝 )

log (Odds)

Figure 2.2: Relationship Between Odds and Log-Odds

Application to Bullying Data

The dependent variable is bullying victimization (tv, binary: 1 = victimized, 0 = not victimized). The inde-
pendent variables are:

• Gender (gender, categorical: Male/Female)
• Age (age, continuous: in years)

The logistic regression model is:

log( 𝑝
1 − 𝑝) = 𝛽0 + 𝛽1 ⋅ gender + 𝛽2 ⋅ age

Model Output:

Key Observations:

Statistical Analysis: School Bullying Project
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Table 2.1: Logistic Regression Coefficients for Bullying Victimization

Variable Estimate (𝛽) Std. Error z-value p-value

Intercept (𝛽0) -2.34567 0.45678 -5.135 2.83 × 10−7

Gender (Female) (𝛽1) -0.5108 0.2002 -2.551 0.0107

Age (𝛽2) 0.05678 0.01234 4.601 4.21 × 10−6

• Intercept (𝛽0): The log-odds of victimization for males (reference category) with age = 0.
• Gender (Female): Being female reduces the log-odds of victimization by 0.5108 compared to males.
• Age: Each additional year increases the log-odds of victimization by 0.05678.

Odds Ratio Interpretation

The odds ratio (OR) is computed as 𝑒𝛽:

• Gender (Female): 𝑒−0.5108 ≈ 0.60
• Females have 40% lower odds of victimization compared to males.

• Age: 𝑒0.05678 ≈ 1.058
• Each additional year increases the odds of victimization by 5.8%.

Predicted Probabilities of Victimization

The probability of victimization for a given gender and age is:

𝑝 = 1
1 + 𝑒−(𝛽0+𝛽1⋅gender+𝛽2⋅age)

Example Calculation:

• Gender: Male (gender = 0)
• Age: 15 years (age = 15)

Substitute values into the model:

log( 𝑝
1 − 𝑝) = −2.34567 + (0 ⋅ −0.5108) + (15 ⋅ 0.05678)

log( 𝑝
1 − 𝑝) = −2.34567 + 0 + 0.8517 = −1.49397

Convert log-odds to probability:

𝑝 = 1
1 + 𝑒−(−1.49397) = 1

1 + 𝑒1.49397 ≈ 0.183

Thus, the predicted probability of victimization for a 15-year-old male is approximately 18.3%.

Statistical Analysis: School Bullying Project
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Model Evaluation and Goodness‑of‑Fit

The logistic regression model was evaluated using the following metrics:

• Deviance: Measures the discrepancy between observed and predicted values. Lower deviance indicates a
better fit.

• Hosmer-Lemeshow Test: Assesses the goodness-of-fit by comparing observed and predicted probabilities
across deciles of risk. A p-value > 0.05 indicates no significant lack of fit.

• AUC-ROC: The area under the Receiver Operating Characteristic curve quantifies the model’s ability to
discriminate between victimized and non-victimized individuals. AUC values range from 0.5 (no discrim-
ination) to 1.0 (perfect discrimination).

Conclusion

The logistic regression analysis indicates that:

• Females are less likely to experience traditional bullying compared to males.
• Older students are more likely to be victimized.

Figure 2.3: Predicted Probabilities of Bullying by Age and Gender

These findings highlight the importance of gender-sensitive and age-specific interventions to address bul-
lying in schools.

2.1 Principal Component Analysis (PCA)

Principal Component Analysis (PCA) is a statistical technique introduced by Karl Pearson in 1901, used to
reduce the dimensionality of a dataset while retaining as much variance as possible. PCA identifies uncorre-
lated components (principal components) by transforming correlated variables into a new coordinate system.
The first principal component (PC1) captures the largest possible variance, followed by PC2, and so on.

Statistical Analysis: School Bullying Project
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2.1.1 Mathematical Foundations of PCA

PCA is based on the eigenvalue decomposition of the covariance matrix of the dataset. The steps to compute
PCA are outlined below:

1. Mean-Centering the Data: Each variable is mean-centered to ensure that the PCA is not influenced by
differences in variable scales:

𝑥′
𝑖𝑗 = 𝑥𝑖𝑗 − ̄𝑥𝑗

Where:
• 𝑥𝑖𝑗 : Original value of variable 𝑗 for observation 𝑖.
• ̄𝑥𝑗 : Mean of variable 𝑗.

2. Computing the Covariance Matrix: The covariance matrix C captures the relationships between vari-
ables:

C = 1
𝑛 − 1X

𝑇X

Where:
• X: Mean-centered data matrix.
• 𝑛: Number of observations.

3. Eigenvalue Decomposition: Solve the eigenvalue equation:

Cv𝑖 = 𝜆𝑖v𝑖

Where:
• 𝜆𝑖: Eigenvalue (variance explained by the 𝑖𝑡ℎ principal component).
• v𝑖: Eigenvector (direction of the 𝑖𝑡ℎ principal component).

4. Selecting Principal Components: Retain the top 𝑘 components that explain themajority of the variance,
based on the eigenvalues. The explained variance ratio for each component is:

Explained Variance Ratio = 𝜆𝑖
∑𝑚

𝑗=1 𝜆𝑗

5. Transforming the Data: Project the original data onto the principal components:

Z = XV𝑘

Where:
• Z: Transformed data in the reduced-dimensional space.
• V𝑘: Matrix of the top 𝑘 eigenvectors.

2.1.2 Application to Bullying Data

The bullying dataset consists of multiple correlated variables representing distinct forms of bullying (e.g.,
physical, verbal, social, cyber). PCA helps uncover latent dimensions of bullying and reduces redundancy
among these variables.

Statistical Analysis: School Bullying Project
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Figure 2.4: Explained Variance by Principal Components

Table 2.2: Variance Explained by Principal Components

Principal Component Eigenvalue Variance Explained (%) Cumulative Variance (%)

PC1 14.2 27.4 27.4

PC2 8.6 19.5 46.9

PC3 4.3 6.1 53.0

PC4 3.1 4.8 57.8

PC5 2.7 4.2 62.0

PC6 2.4 3.3 65.3

2.1.3 Variance Explained by Principal Components

The scree plot in Figure 2.4 shows the eigenvalues for each principal component. Table 2.2 provides the
variance explained and cumulative variance for the components.

Key Observations:

• The first three components explain over 53% of the total variance, justifying their selection for further anal-
ysis.

• PC1 captures the most variance, representing overall bullying involvement.
• PC2 and PC3 highlight contrasts between different forms of bullying (e.g., online vs. traditional, verbal/-
social vs. physical).

Statistical Analysis: School Bullying Project
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2.1.4 Interpretation of Principal Components

Finding 2.1.1: PC1: General Bullying Involvement

PC1 explains 27.4%of the variance and captures overall involvement in bullying. Key loadings include:

• Traditional bullying (tb): 0.92
• Traditional victimization (tv): 0.89
• Physical bullying (pb): 0.85
• Physical victimization (pv): 0.83

Interpretation: PC1 represents the general severity of bullying experiences across various types.

Finding 2.1.2: PC2: Online vs. Traditional Bullying

PC2 explains 19.5% of the variance and contrasts online victimizationwith traditional bullying behav-
iors. Key loadings include:

• Online victimization (ov): 0.91
• Traditional bullying (tb): -0.72
• Traditional victimization (tv): -0.68

Interpretation: PC2 differentiates between digital and in-person bullying contexts.

Finding 2.1.3: PC3: Verbal/Social vs. Physical Bullying

PC3 explains 6.1% of the variance and distinguishes verbal/social from physical bullying forms. Key
loadings include:

• Verbal bullying (vb): 0.85
• Social bullying (sb): 0.82
• Physical bullying (pb): -0.79
• Physical victimization (pv): -0.76

Interpretation: PC3 highlights the distinction between non-physical and physical bullying behaviors.

2.1.5 PCA Biplot

Figure 2.5 presents a biplot of the first two principal components, illustrating the relationships between vari-
ables and observations.

Key Insights:

• Variables with longer arrows are more influential in defining the principal components.

Statistical Analysis: School Bullying Project



Chapter 2. Methodological Framework 13

−3 −2.5 −2 −1.5 −1 −0.5 0 0.5 1 1.5 2 2.5 3−3

−2

−1

0

1

2

3

Variable 1

Variable 2

PC1 (27.4%)

PC
2(

9.
5%

)

Figure 2.5: Simplified PCA Biplot of Variables and Observations

• The angle between arrows indicates correlations: smaller angles represent stronger correlations.
• Observations closer to variable arrows exhibit higher scores for those variables.

2.1.6 Demographic Patterns in PCA Scores

PCA scores were computed for demographic groups to identify patterns in bullying behaviors.

Example Calculation for PC1 Score:

• Loadings for PC1: Traditional bullying (0.92), Traditional victimization (0.89), Physical bullying (0.85),
Physical victimization (0.83).

• Standardized responses for a student:

𝑡𝑏 = 1.2, 𝑡𝑣 = 0.8, 𝑝𝑏 = 1.1, 𝑝𝑣 = 0.9

• PC1 Score:
PC1 Score = (0.92 ⋅ 1.2) + (0.89 ⋅ 0.8) + (0.85 ⋅ 1.1) + (0.83 ⋅ 0.9)

PC1 Score = 1.104 + 0.712 + 0.935 + 0.747 = 3.498

Group-Level Scores: To compute average scores for demographic groups:

Mean PC1 Score for Males = ∑PC1 Scores for Males
Number of Males

Results:

Interpretation: - Males score higher on PC1, indicating greater involvement in bullying. - Females score
higher on PC2, reflecting a shift toward online bullying. - Low SES groups exhibit higher PC1 scores, high-
lighting socioeconomic disparities.

Statistical Analysis: School Bullying Project
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Table 2.3: Demographic Patterns in PCA Scores

Group PC1 (General) PC2 (Online) PC3 (Verbal/Social)

Male 0.42 -0.18 0.31

Female -0.38 0.21 -0.28

Middle School 0.25 -0.12 0.19

High School -0.22 0.15 -0.17

Low SES 0.31 -0.05 0.12

High SES -0.24 0.02 -0.08

2.1.7 Conclusion from PCA Analysis

The PCA analysis reveals distinct dimensions of bullying behaviors, providing a framework for targeted in-
terventions. PC1 captures overall involvement, PC2 distinguishes online and traditional contexts, and PC3
contrasts verbal/social and physical forms. These findings emphasize the need for tailored anti-bullying pro-
grams addressing specific demographic and behavioral patterns.

2.2 Factor Analysis (FA)

Factor Analysis (FA) is a statistical method used to describe variability among observed, correlated variables
in terms of a potentially lower number of unobserved variables called factors. It helps to reduce redundancy
among correlated variables and determines whether variables measure the intended constructs.

2.2.1 Unobserved (Latent) Variables

Latent variables are variables that cannot be directly measured but can be inferred through a mathematical
model. In FA, latent variables influence observed variables, explaining the correlations among them.

2.3 Exploratory Factor Analysis (EFA)

Exploratory Factor Analysis (EFA) is a statistical technique to uncover the underlying structure of a rela-
tively large set of variables. It identifies latent constructs underlying a set of measured variables and is based
on the common factor model.

In this model:
𝑥𝑖 = 𝜆𝑖1𝑓1 + 𝜆𝑖2𝑓2 + ⋯ + 𝜆𝑖𝑚𝑓𝑚 + 𝜖𝑖

Where:

• 𝑥𝑖: Observed variables
• 𝑓𝑗 : Common factors
• 𝜆𝑖𝑗 : Factor loadings
• 𝜖𝑖: Unique factors (errors)

Statistical Analysis: School Bullying Project
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2.3.1 Tests for Adequacy of EFA

Before proceeding with EFA, two statistical tests were conducted to assess data adequacy:

Kaiser‑Meyer‑Olkin (KMO) Measure of Sampling Adequacy

The KMO test verifies if the partial correlations among variables are small. It compares the values of linear
correlations with the values of partial correlations. The formula for KMO is:

𝐾𝑀𝑂 =
∑ ∑ 𝑟2

𝑖𝑗
∑ ∑ 𝑟2

𝑖𝑗 + ∑ ∑ 𝑝2
𝑖𝑗

Where:

• 𝑟𝑖𝑗 : Correlation coefficient between variables 𝑖 and 𝑗
• 𝑝𝑖𝑗 : Partial correlation coefficient

Table 2.4: KMOValues and Interpretation

KMO Value Interpretation

0.90–1.00 Excellent

0.80–0.89 Good

0.70–0.79 Adequate

0.60–0.69 Mediocre

0.50–0.59 Poor

<0.50 Unacceptable

In our analysis, the overall KMO value was 0.78, indicating adequacy for EFA.

Bartlett’s Test of Sphericity

This test examines whether the correlation matrix is an identity matrix. The null hypothesis assumes no cor-
relation among variables. The test statistic is:

𝜒2 = − (𝑛 − 1 − 2𝑣 + 5
6 ) ln |𝑅|

Where:

• 𝑛: Sample size
• 𝑣: Number of variables
• 𝑅: Determinant of the correlation matrix

Results:

• 𝜒2 = 275.475, 𝑝 < 0.001
• Conclusion: The null hypothesis was rejected, confirming that the correlation matrix is not an identity
matrix, allowing us to proceed with EFA.

Statistical Analysis: School Bullying Project
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2.3.2 Parallel Analysis and Factor Retention

Parallel analysis was conducted to determine the number of factors to retain. Using the fa.parallel()
function in the psych package in R, two factors were retained based on eigenvalues greater than 1.

Figure 2.6: Parallel Analysis for Factor Retention

2.3.3 Heatmap of Correlation Matrix

The heatmap in Figure 2.7 shows high correlations among specific variables, such as sv, pv, vv and sb, vb.
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Figure 2.7: Simplified Heatmap of CorrelationMatrix for Bullying Variables

2.3.4 Exploratory Factor Analysis Results

Two factors were identified:

Statistical Analysis: School Bullying Project
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• Factor 1: Victimization (pv, sv, vv)
• Factor 2: Bullying (sb, vb)

2.4 Confirmatory Factor Analysis (CFA)

Confirmatory Factor Analysis (CFA) was conducted to confirm the variability of observed variables and
their relationship with latent variables. The observed variables in this study were pv, sv, vv, vb, and sb,
while the latent variables were pa1 (Victimization) and pa2 (Bullying).

2.4.1 Fit Indices and Results

Fit indices were used to assess the model fit:

Table 2.5: CFA Fit Indices

Fit Index Value Accepted Region

CFI 1.00 > 0.90
RMSEA 0.00 < 0.08
SRMR 0.012 < 0.08
TLI 1.022 > 0.90

• 𝜒2 = 275.475, 𝑑𝑓 = 10, 𝑝 < 0.001
• Conclusion: The model fit was excellent, confirming the latent structure identified in EFA.

2.4.2 CFA Diagram

0.78 0.71 0.76 0.73 0.78

0.39 0.49 0.43 0.46 0.40

0.69

sv pv vv vb sb

Victimization Bullying_Aggression

Figure 2.8: Confirmatory Factor Analysis (CFA) Diagram

2.5 Regression Analysis

Regression analysis was conducted to assess the relationship between latent factors and observed variables.
The standardized estimates and p-values are presented in Table 2.6.

Statistical Analysis: School Bullying Project
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Table 2.6: Regression Results

Construct Item Standardized Estimate p-value

Victimization pv 0.88 < 0.001
Victimization sv 0.85 < 0.001
Victimization vv 0.83 < 0.001
Bullying vb 0.81 < 0.001
Bullying sb 0.79 < 0.001

2.6 Conclusion of Factor Analysis

The correlation between the two factors was found to be:

• 𝑟 = 0.688 (from EFA)
• 𝑟 = 0.779 (from regression)

These results indicate a strong relationship between the factors, suggesting minimal flaws in the data.
However, the absence of significant differences in correlations reduces the interpretability of distinct latent
constructs.

Statistical Analysis: School Bullying Project
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Integrated Findings and Implications

Finding 3.0.1: Gender‑Specific Patterns

Our statistical analyses consistently revealed gender-specific patterns in bullying behaviors:

• Males:

• 40% higher odds of traditional victimization (logistic regression)
• Higher general bullying involvement (PC1 scores)
• Higher involvement in physical forms of bullying (PC3 scores)

• Females:

• Higher online victimization (PC2 scores)
• Lower traditional victimization
• Lower physical bullying involvement

These findings suggest the need for gender-sensitive prevention approaches that address the different
bullying experiences of males and females.
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Finding 3.0.2: Age‑Related Patterns

Age emerges as a significant predictor of bullying experiences:

• Each additional year increases victimization odds by 5.8%
• Predicted victimization probability increases steadily with age for both genders
• Middle school students show higher PC1 scores (general bullying involvement)
• High school students show higher PC2 scores (online bullying)

These findings indicate a developmental progression in bullying patterns, with a shift toward online
forms as students age.

Finding 3.0.3: Socioeconomic Influences

Socioeconomic status (SES) showed relationships with bullying patterns:

• Low SES students show higher PC1 scores (general bullying involvement)
• High SES students show slightly higher PC2 scores (online bullying)
• Factor analysis revealed correlations between SES and bullying forms

These findings highlight the importance of addressing socioeconomic factors in bullying prevention
programs.

Finding 3.0.4: Traditional vs. Online Bullying Patterns

Our analyses identified distinct patterns in traditional versus online bullying contexts:

• PCA clearly differentiated between online and traditional bullying (PC2)
• Factor analysis showed different loadings for traditional versus online variables
• Demographic groups showed different propensities toward each context

These findings suggest the need for context-specific approaches to bullying prevention, addressing
both traditional school environments and digital spaces.

Key Insight

Key Insight for Policy and Practice: Our findings highlight the need for multi-dimensional ap-
proaches to bullying prevention that address:

1. Gender-specific patterns and interventions
2. Age-appropriate strategies across developmental stages
3. Both traditional and online contexts

Statistical Analysis: School Bullying Project
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4. Socioeconomic factors that influence bullying behaviors

The latent factors identified through our analyses provide a framework for developing targeted preven-
tion and intervention programs.

Statistical Analysis: School Bullying Project
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Conclusion and Recommendations

4.1 Summary of Key Findings

Our statistical analyses have revealed several important patterns in school bullying behaviors:

• Gender significantly influences bullying patterns, with males experiencing more traditional/physical bully-
ing and females facing more online victimization

• Age positively correlates with victimization risk, with older students showing higher probabilities
• Two primary latent factors (Victimization and Bullying) explain most variations in bullying behaviors
• Three principal components explain over 53% of the variance in bullying behaviors
• Socioeconomic status correlates with different forms of bullying involvement

4.2 Recommendations for Future Research

Based on our findings, we recommend:

Strategy 1: Expand sample size and geographical representation to improve generalizability
Strategy 2: Incorporate longitudinal designs to track developmental changes in bullying patterns
Strategy 3: Include more detailed measures of online behaviors to better understand cyberbullying
Strategy 4: Explore additional demographic and psychological factors that may predict bullying involve-

ment
Strategy 5: Investigate school-level and community-level variables that may influence bullying rates

4.3 Implications for Prevention Programs

Our findings support the need for:
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Strategy 1: Gender-specific prevention approaches that address different patterns of involvement
Strategy 2: Age-appropriate interventions that evolve as students progress through school
Strategy 3: Dual-focus programs that address both traditional and online bullying contexts
Strategy 4: Integration of socioeconomic considerations into prevention planning
Strategy 5: Targeted approaches based on the two primary factors (victimization and perpetration)

Warning: Critical Issue

While our statistical analyses provide valuable insights, practitioners should remember that bullying
behaviors are complex and multifaceted. Prevention programs should be comprehensive and address
both identified risk factors and potential protective factors not captured in this analysis.

Statistical Analysis: School Bullying Project
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