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1 X1, · · · , Xn are i.i.d. with the Binomial(m, p) distribution, where both m and p

are unknown. The Method of Moments(MoM) equates the sample moments of the

observations to their expected values.

(a) Write down the first two method of moments equations and solve them to find

the estimators m̂ and p̂. [10]

(b) Show that m̂ and p̂ are consistent. [10]

(c) Using Cramer Wold device, show that as n→∞
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where Σ is a covariance matrix. Find Σ. [10]

(d) Show that the MoM estimators m̂ and p̂ are jointly asymptotically normal in

the sense that
√
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)
⇒ N2(0, V )

where V is another covariance matrix. Find V . [10]

2 Let X1, X2, · · · be a sequence of random variables. Show that Xn
P→ 0 as n→∞ if

and only if
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[15]

3 Suppose thatX1, · · · , Xn are i.i.d. observations whose mgf exists for some t > 0.

Show that X(n) = OP (log(n)), where X(n) is the largest order-statistic. [15]

4 Let X1, · · · , Xn be i.i.d. observations with an unknown continuous distribution F .

Suppose that one wishes to determine the sample size n so that the probability is

at least 95% that the maximum difference between the empirical d.f. Fn and F is

less than 0.1. Show that the result does not depend on F and hence we can use the

uniform distribution without loss of generality. [10]



5 Find the MLE and its asymptotic distribution given a random sample of size n from

fθ(x) = (1− θ)θx, x = 0, 1, 2, · · · , θ ∈ (0, 1). [10]

6 Suppose X1, · · · , Xn is an iid sample with P (Xi ≤ x) = F (x − θ), where F (x)

is symmetric about zero. We wish to estimate θ by (Qp + Q1−p)/2, where Qp and

Q1−p are the p and 1− p sample quantiles, respectively. Find the smallest possible

asymptotic variance for the estimator and the p for which it is achieved when F is

Standard double exponential. [15]
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