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1 Yi = X2
i where Xi ∼ N (0, σ2) and Tn = Ȳn.

(a) Show that Tn is unbiased for σ2.

(b) Find the variance stabilizing transformation h of Tn.

(c) Find the asymptotic distribution of
√
n(h(Tn)− h(σ2)).

2 Let X1, · · · , Xn be iid N(0, σ2). Find the asymptotic relative efficiency of the estimator

δn =
√

π
2

∑
| Xi | /n with respect to the MLE=

√∑
X2
i /n of σ

3 A sequence Xn of random variables converge in distribution to a random variable X.

(a) Construct random variable Yn and Y such that Yn
d
= Xn, Y

d
= X and Yn

wp1−→ Y . (No

proof required. Just define the random variables.)

(b) Show that for a continuous function g, g(Yn)
wp1−→ g(Y )

(c) Conclude that g(Xn) converge in distribution to g(X)

4 Give examples of the following and justify your claim in each case

(a) A sequence of random variables Xn that converge in distribution to X but not in

probability.

(b) A sequence of random variables Xn that converge in probability to X but not with

probability one.

5 Derive the asymptotic distribution of the sample T-statistic. You can state and use any

theorem proved in class.

6 Use the asymptotic joint distribution of sample quantiles to derive the asymptotic distri-

bution of the interquartile range.

7 Fn ⇒ F and F is continuous. Show that the convergence is uniform.

8 Let Xn ∼ Bin(n, p).

(a) Find the asymptotic distribution of
√
n(X/n− p).

(b) Find a consistent estimator of pq.

(c) Use the results above and Slutsky’s theorem to obtain approximate confidence inter-

vals for p.


