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Homework Set 1

1. Let (Xi, di), i = 1, 2 be metric spaces. A map φ : X1 → X2 is a rough isometry if there exist
positive constants C1, C2 such that

1

C1
(d1(x, y)− C2) ≤ d2(φ(x), φ(y)) ≤ C1(d1(x, y) + C2)

and

∪x∈X1
{y ∈ X2 : d2(φ(x), y) ≤ C2} = X2.

If there exists a rough isometry between two spaces they are said to be roughly isometric.

(a) Show that Zd,Rd, [0, 1]× Rd are roughly isometric spaces.

(b) Let G be a finitely generated infinite group, and λ,Λ′ be two sets of generators. Let Γ,Γ′ be
the associated Cayley graphs. Then Γ,Γ′ are roughly isometric.

2. Let (Γi, µi), i = 1, 2 be weighted graphs and have controlled weights, i.e.

µxy
µx
≥ 1

C2
whenever x ∼ y.

A map φ : V1 → V2 is a rough isometry between (Γ1, µ1) and (Γ1, µ2) if:

(i) φ is a rough isometry between the metric spaces (V1, dΓ1) and (V2, dΓ2) (with constants C1

and C2 ).

(ii) There exists 0 < C3 <∞ such that for all x ∈ V1

1

C3
µ1(x) ≤ µ2(φ(x)) ≤ C3µ1(x)

(a) Let α > 0. Consider the graph Z+ with weights µαn,n+1 = αn.

i. Show the graph (Z+, µ
α) has controlled weights. Does it have bounded weights ?

ii. Show that the graph is recurrent if and only if α ≤ 1.

iii. For α 6= β are (Z+, µ
α) and (Z+, µ

β) roughly isometric ?

3. Let (Γ = (V,E), µ) be transient. Let f : V → R be given by f(y) = 1 for all y ∈ V . Let x ∈ V and
gx(·) be the Green function on V .

(a) Show that f ∈ H2 and g ∈ H2
0

(b) Verify that E(f, gx) is well defined and compute it.

(c) Find ∆gx and ∆f .

(d) Find 〈∆f, gx〉 and 〈f,∆gx〉.
(e) Comment on whether discrete Gauss-Green Theorem holds or not for f, gx.
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Book-Keeping Exercises

Let (Γ = (V,E), µ) be a locally finite, connected, infinite vertex, weighted graph. Let Ω = V Z+ . For any
n ≥ 0, let Xn : Ω → V be given by Xn(ω) = ωn, Fn = σ{Xk : 0 ≤ k ≤ n} and F = σ{Xn : n ≥ 0}. For
any x ∈ V let Px be the unique measure on (Ω,F) such that

Px(X0 = x1, X1 = x2, . . . , Xn = xn) = 1x(x0)

n∏
i=1

P(xi−1, xi),

where xi ∈ V and P(x, y) =
µxy

µx
.

1. Let ξ be a bounded function and measurable with respect to Fn. Let η be a bounded function and
measurable with respect to F . For n ≥ 0, let θn : Ω→ Ω be given by

θn(ω) = (ωn, ωn+1, . . .).

Show that Markov property holds for Xn i.e.

Ex[ξ(η ◦ θn) | Fn] = Ex[ξg(Xn)],

where g(y) = Ey[η].

2. For z ∈ V , let Tz = min{n ≥ 0 : Xn = z} and T+
z = min{n ≥ 0 : Xn = z}. Show that the following

conditions are equivalent:

(T1) ∃x ∈ V such that Px(T+
x <∞) < 1.

(T2) For all x ∈ V , Px(T+
x <∞) < 1.

(T3) For all x ∈ V ,
∑∞
n=0 Px(Xn = x) <∞.

(T4) For all x, y ∈ V with x 6= y, Px(Ty <∞) < 1 or Px(Ty <∞) < 1.

(T5) For all x, y ∈ V with x 6= y, Px(
∑∞
n=0 1(Xn = y) <∞) = 1

3. Show that Co(V ) = {f : V → R : Supp(f) is finite } is dense in Lp(V, µ) for all p ∈ [1,∞].

4. For all p, r ∈ [1,∞], let A : Lp(V, µ)→ Lr(V, µ). Show that

‖ A ‖p→q= sup{‖ Af ‖q:‖ f ‖p≤ 1}

is a norm.

5. Let C(V ) = {f : V → R}. Show that Pn : C(V )→ C(V ) defined by

Pnf(x) =

∞∑
n=0

Px(Xn = y)f(y),

satisfies Pn = (P1)n

6. Let H2(V ) = {f ∈ C(V ) : E(f, f) <∞} where

E(f, g) =
1

2

∑
x∈V

∑
y∈V

µxy(f(x)− f(y))(g(x)− g(y)) and ‖ f ‖H2= E(f, f) + f(ρ)2,

for f, g ∈ C(V ) and (fixed) ρ ∈ V.

(a) Show that H2(V ) is a Hilbert space.

(b) Let fn ∈ H2 with supn ‖ fn ‖H2<∞. Then there exists {fnk
} and f ∈ H2 such that for each

x ∈ V ,
lim
k→∞

fnk
(x) = f(x) and ‖ f ‖H2≤ lim inf

k→∞
‖ fnk

‖H2
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