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1. Let X1, X2, . . . , Xn be i.i.d. random variables having a common distribution function F and prob-
ability density function f . Let X(1) < X(2) < . . . < X(n) be the corresponding order statistic.

(a) Show that the (X(1), X(2), . . . , X(n)) has a joint probability density function given by

fX(1),X(2),...,X(n)
(x) =

{
n!

∏n
i=1 f(xi) −∞ < x1 < x2 . . . < xn <∞

0 otherwise

(b) Show that for 1 ≤ i < j ≤ n, (X(i), X(j)) has a joint probabil ity density function given by

fX(i),X(j)
(x, y) =

n!

(i− 1)!(j − 1− i)!(n− j)!
f(x)f(y)[F (x)]i−1[F (y)−F (x)]j−1−i[1−F (y)]n−j ,

for −∞ < x < y <∞.

2. Let X1, X2, . . . , Xn be i.i.d. random variables having a common distribution X ∼ Uniform (0, 1).

Let X(1) < X(2) < . . . < X(n) be the corresponding order statistic. Show that
X(1)

X(n)
and X(n) are

independent random variables.

3. Let X1, X2, . . . , Xn be i.i.d. random variables having a common distribution X whose probability
density function is given by

f(x) =

{
3x2 0 < x < 1

0 otherwise

. Let X(1) < X(2) < . . . < X(n) be the corresponding order statistic.

(a) Find the distribution of
X(i)

X(i+1)
for 1 ≤ i < n.

(b) Show that { X(i)

X(i+1)
: 1 ≤ i < n} are mutually independent random variables.

4. Let {Ui} be i.i.d uniform (0, 1) random variables and Let N ∼ Poisson (λ). Find the distribution
of V = min{U1, U2, . . . , UN+1}.

5. Let −∞ < a < b < ∞. Let X1, X2, . . . , Xn i.i.d X ∼ Uniform (a, b). Find the probability density

function of M =
X(1)+X(n)

2 .

6. Let X1, X2 be i.i.d standard normal random variables. Let U = min{X1, X2}. Find the distribution
of Z = U2.
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