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1. Let X ∼ Cauchy (0, 1). Find the distribution of Y = 1
X .

2. Let X1, X2, . . . , Xn be i.i.d Uniform (0, 1) random variables. Find the density of Y =
∏n

i=1Xi.

3. Let X1, X2 be i.i.d. Uniform (0, 1) random variables. Let Y1 = cos(2πX2)
√

−2 log(X1) and Y2 =

sin(2πX2)
√

−2 log(X1). Find the joint density of Y1, Y2.

4. Let X1, X2 be independent Exponential (λ) random variables. Find the probability density function
of Y = X1X2

(X1+X2)2
.

5. Let (X1, X2) be a bivariate Normal random variable. Define

Σ =

 Cov[X1, X1] Cov[X1, X2]

Cov[X1, X2] Cov[X2, X2]


and µ1 = E[X1], µ2 = E[X2], µ2×1 =

[
µ1

µ2

]
.

Σ is referred to as the covariance matrix of (X1, X2) and µ is the mean matrix of (X1, X2).

(a) Compute det(Σ).

(b) Show that the joint density of (X1, X2) can be rewritten in matrix notation as

g(x1, x2) =
1

2πdet(Σ)
exp

(
−1

2

[
x1 − µ1 x2 − µ2

]
Σ−1

[
x1 − µ1

x2 − µ2

])
(c) Suppose

A2×2 =

[
a11 a12
a21 a22

]
, η2×1 =

[
η1
η2

]
such that aij are real numbers. Suppose we define

Y = AX =

[
a11X1 + a12X2 + η1
a21X1 + a22X2 + η2

]
.

Show that (Y1, Y2) is also a bivariate Normal random variable, with covariance matrix AΣAT

and mean matrix Aµ+ η.

6. Let X1, X2, . . . Xn be i.i.d. standard normal random variables. Let X denote the sample mean and
S2 denote the sample variance.

(a) Show that

S2 =
1

n− 1

( n∑
i=2

Xi −X

)2

+

n∑
i=2

(Xi −X)2

 .

(b) Let Y1 = X, Yi = Xi −X for i = 2, 3, . . . n. Find the joint density of (Y1, Y2, . . . , Yn).

(c) Show that S2 and X are independent.
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