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1. Let µ1 and µ2 be two probability measures on (Ω,B) and

C = {f : R → R : f(x) =
1√
2πσ

e−
1

2
( x−a

σ
)2 , a, σ ∈ R}.

Suppose
∫

fdµ1 =

∫

fdµ2, ∀f ∈ C, (1)

then µ1 = µ2. Is this fact true if µi are σ-finite measures ?

2. Verify the formulae for the characteristic functions given below:-

Distribution Characteristic Function

φ(t), t ∈ R

Bernoulli (p) 1 − p + peit

Binomial (n, p) (1 − p + peit)n

Uniform ({1, 2, . . . , n}) eit(1−eit)
n(1−eint)

Poisson (λ) eλ(eiu−1)

Uniform (a, b) eibt
−eiat

i(b−a)t

Normal (m, σ2) e−imt−t2 σ2

2

3. Let X be a real valued random variable on (Ω,F , P ) with characteristic function φ. Show that

(a) φ is a bounded continuous function with φ(0) = 1

(b) If E(|X |m) < ∞ for some positive integer m, then show that φ is m-times differentiable.

4. Let n ∈ N and X be an R
n valued random variable on (Ω,F , P ). Define its characteristic function

to be
φX(a) = E(ei<X,a>),

where a ∈ R
n and < X, a > (ω) =

∑n

j=1 Xj(ω)aj .

(a) Generalise Theorem on uniqueness to such random vectors.

(b) For any vector α ∈ R
n and matrix B ∈ Mn×n(R) show that φα+BX(a) = ei<α,a>φX(BT a),

where BT is the transpose of the matrix B. (Vectors are thought of as column vectors.)
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(c) Suppose X = (X1, X2, . . . , Xn) where each {Xi : 1 ≤ i ≤ n} is a real valued random variable
on (Ω,B, P ). Then show that {Xi : 1 ≤ i ≤ n} are independent if and only if

φX(a1, a2, . . . , an) =

n
∏

i=1

φXi
(ai),

where ai ∈ R, for 1 ≤ i ≤ n.

5. Suppose (Ω,B, µ) is a σ -finite measure space and f : Ω → R is a non-negative ((B,BR)−) measurable
function. Define G = {(w, t) ǫ Ω×R : 0 ≤ t ≤ f(w)}. Show that G ǫ B⊗BR, and that (µ×m)(G) =
∫

fdµ, where m denotes Lebesgue measure on R.

6. Let α > 0, t, a < b be real numbers and f be integrable on (R,BR, dx). Show that
∫

[a,b]

f(αx + t)dx =

∫

[ a−t
α

, b−t
α

]

f(x)αdx

7. Let Ω1 = Ω2 = N, B1 = B2 = P(N). Define the measures µi on (Ωi,Bi) by µi({k}) = 2−k. Define
f : Ω1 × Ω2 → R by

f(m, n) =







−n22n if m = n

n22n if m = n − 1
0 otherwise

(a) Show that f is B1 ⊗ B2 measurable.
(b) Observe that

∫

Ω2

∫

Ω1

f(m, n)dµ1(m)dµ2(n) 6=
∫

Ω1

∫

Ω2

f(m, n)dµ2(n)dµ1(m),

thereby emphasising the importance of integrability in the hypotheses of Fubini’s theorem.

8. Let I = [0, 1]. Let I1 = I11 = (1
3 , 2

3 ) be the open middle third interval of I. Next, let I21 = (1
9 , 2

9 )
and I22 = (7

9 , 8
9 ) be the two open middle third intervals of I − I1. Let I2 = I21 ∪ I22. For j ≥ 3 and

k = 1, 2, 3 . . . , 2j−1, let Ijk be the open middle third intervals of I − ∪j−1
k=1Ik and let Ij = ∪2j−1

k=1 Ijk.

Finally, let C = I − ∪∞

j=1Ij . C is called the Cantor set.

(a) Show that C is compact and uncountable.

(b) Show that λ(C) = 0, where λ is lebesgue measure on [0, 1].

(c) Show that if x ∈ C then x =
∑

∞

j=1
aj

3j where aj = 0 or aj = 2 for all j.

(d) Define a function f : C → [0, 1] as: f(x) =
∑

∞

j=1
bj

2j , where x =
∑

∞

j=1
aj

3j and bj =
aj

2 .

9. Le C be as in previous problem.

(a) Show that f maps C onto [0, 1].

(b) If x, y ∈ C , x < y, and x, y are not the end points of one of the intervals removed from [0, 1]
to obtain C, then f(x) < f(y).

(c) If x, y ∈ C , x < y, and x, y are end points of one of the intervals removed from [0, 1] to obtain
C, then show that f(x) = f(y) = p

2k for some p, k ∈ N and p not divisible by 3. (Hint: If x is
an end point of one of the intervals removed to obtain C, then x = p

3k for some p, k ∈ N and
p not divisible by 3. Use (1) and 2(a) to obtain the result. )

(d) Extend f to a map from [0, 1] onto itself by defining its value on each interval missing from
C to be its value at the end points. Show that f is continuous but not absolutely continuous
(Hint: f ′ = 0 a.e.).

10. Find the characteristic function of the Gamma distribution with parameters (n, λ).
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