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Theorem 1 (Kuhn and Tucker) Let f : R
n → R and 1 ≤ i ≤ l, hi : R

n → R be C1

functions. Suppose x∗ is a local maximum of f on

D = U ∪ {x ∈ R
n : hi(x) ≥ 0, i = 1, . . . l},

where U is an open set in R
n. Let E ⊂ {1, . . . , l} denote the set of effective constraints

at x∗ and let hE = (hi)i∈E. Suppose rank(DhE(x∗)) =| E |, then there exists a vector
λ∗ = (λ∗

1, . . . , λ
∗
l ), λi ∈ R such that the following conditions are met:

λ∗
i ≥ 0 and λ∗

i hi(x
∗) = 0, for i = 1, 2, . . . , l (0.1)

Df(x∗) +

l
∑

i=1

λ∗
i Dhi(x

∗) = 0 (0.2)

Proof. WLOG assume that E = {1, . . . k}. For each i ∈ {1, . . . , l}, define

Vi = {x ∈ R
n : hi(x) > 0}, and V = ∪k

i=1Vi.

Then V is open (why?). Let D∗ ⊂ D be such that,

D∗ = U ∩ V ∩ {x ∈ R
n : hi(x) = 0, i = 1, . . . , k}.

Clearly x∗ is a local maximum of f in D∗ (why?) and rank(DhE(x∗) =| E |= k. Conse-
quently, (why?) there exists a vector µ = (µ1, . . . , µk), µi ∈ R, such that

Df(x∗) +

k
∑

i=1

µiDhi(x
∗) = 0.

For i = 1, 2, . . . l, define

λ∗
i =

{

µi i = 1, 2, . . . , k
0 i = k + 1, . . . , l.

The proof will be complete if we are able to show that µi ≥ 0, i = 1, 2, . . . , k (why ?). We
will now show that µ1 ≥ 0, the proof for the rest is similar.

Note that ∃, y ∈ R
n such that Dh1(x

∗)y = 1,Dh2(x
∗)y = 0,Dh3(x

∗)y = 0, . . . ,Dhk(x
∗)y =

0 (why ?). Now for each i = 1, 2 . . . , k, define a function gi : R
k+1 → R by

gi(

[

z

η

]

) = hi(x
∗ + ηy + DhE(x∗)T z) − ηDhi(x

∗)y,

with z ∈ R
k and η ∈ R. Let g = (g1, . . . gk), we have g(

[

0
0

]

) = 0 and suppose A = Dg(0, 0),

Then Ax = DhE(x∗)DhE(x∗)T , is invertible(why ?).
By the Implicit function theorem, we have

∃N open in R : 0 ∈ N, and ξ : N → R
k : ξ(0) = 0 and g(ξ(η), η) = 0 (0.3)

Dξ(0) = 0( why ?) (0.4)
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Define τ : N → R
n such that

τ(η) = x∗ + ηy + DhE(x∗)ξ(η).

Note the following properties of τ

(i) τ(0) = x∗.

(ii) h1(τ(η)) = η and hi(τ(η)) = 0 for i = 2, . . . k. So hi(τ(η)) ≥ 0, for i = 1, . . . , k if η ≥ 0.

(iii) D(τ(0)) = y.

Therefore, (why ?),

Df(x∗)y = Df(τ(0))D(τ(0)) = lim
η↓0

f(τ(η)) − f(τ(0))

η
≤ 0. (0.5)

Also
Df(x∗)y = −(

∑

i

= 1lλ∗
i Dhi(x

∗))y = −µ1 (0.6)

Matching (0.6) and (0.5) we are done. �

2


