
Markov Chains Semester I 2017/18 Worksheet 11

1. Let {Xn}n≥0 be a Markov chain on state space S with transition ma-
trix P and initial distribution µ. Let i ∈ S,m, n ≥ 0 and

Ym = Xn+m | Xn = i.

Show that Ym is a Markov chain on state space S with transition
matrix P and initial distribution δi.

2. Let {Xn}n≥0 be a Markov chain on state space S = {1, 2, 3} with
transition matrix
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and initial distribution µ.
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3. Let 0 < p < 1, n ≥ 1. Suppose now that Z0, Z1, . . . are i.i.d Bernoulli
(p). Let S0 = 0, Sn = Z1 + Z2 + . . . + Zn. In each of the following
cases determine whether {Xn}n≥0 is a Markov chain:

(a) Xn = Zn,

(b) Xn = Sn,

(c) Xn = S0 + S1 + . . . Sn.

In the cases where {Xn}n≥0 is a Markov chain find its state-space and
transition matrix. In cases where it is not a Markov chain give an
example where P (Xn+1 = i | Xn = j,Xn−1 = k) is not independent of
k.

1Instructions: Please write up individual solutions for each of the problems and hand
it over at 11:00am. Secondly, form 3 groups. Each group should write the solution of one
of the problems on the board, Leon, please take the photographs of the solutions and
emails it to me.
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