Markov Chains Semester I 2017/18 HW 2

1. Let X,, be a Markov chain on state space S = {1,2,3,4,5,6,7} with
transition matrix

02120000
0503000
00321013100
P=[03 30530
003% 000 3
0000001
00004 0 3

(a) Sketch the graph induced by this Markov chain on the vertex set
S.

(b) Determine the closed communicating classes and their periodicity.

2. (Random walk on a Circle) Let 0 < p < 1, S be {0,1,2,..., L},
S xS — 10,1}, given by

P ifj=it1,i£L orj=0,i=1L
i =9 1l—p ifj=i-11#0, orj=Li=0
0 otherwise.

and £ = {{4,5} : pi; > 0}. Consider the Markov chain {X,}, as the
random walk on the weighted graph (S, E, u).

(a) Write down the transition probability matrix, when L = 6.

(b) Sketch the graph induced by this Markov chain on the vertex set
S.

(c) For general L, show that the chain is irreducible.

3. Consider the Markov chain { X, },>0 on S ={0,1,2,3,4,5,6} with the



following transition matrix:

0200+ 00
0010000
0502000
P=|10100000
0000010
00000GO0T1
0000100

For any subset A C [0,1]. let h* : S — [0,1] be given by h’(i) =
(a) Compute h” when A = {6}
(b) Compute h* when A = {3}

4. (Gambler’s Ruin Chain) Let S be {0,1,2,..., L}, the transition
matrix P = [p;;] be given by

1 if j=0,0=0, and j =L, = L.
o ifj=i+1,i+#L,
Pi= 1-p ifj=i—1,i#0,
0 otherwise.

Compute h : S — [0,1] given by h(i) = P;y(T1 < T,



