Topics in Applied Stochastic Process Semester 11 2020/21
http://www.isibang.ac.in/~athreya/Teaching/tas Hw 7 -Solution

2. Let V=12%and E = {{i,j} :i,j € Vand | i—j ||< +/2} with || - || denoting the euclidean norm.
Consider the standard weight function 4 =1 on E. Let {X,,},>1 be the random walk on this weighted
graph and A,, be the events observable by time n w.r.t {Xj}rp>1.

(a) Show that M, =|| X, ||* —2n is a martingale w.r.t the filtration A,.

(b) Let 7 = min{n > 0:|| X,, |[*> R?}. Show that

2 2
gJR2 < E[rg] < §(R+ V?2)?

Solution 2(a) : We show that E[|M,|] < co. Indeed ,M,, = || X,|*> — 3n, but || X,|| < v2n since the
furthest the random walk can travel in n steps away from the origin, is v/2n. Therefore, we have

3 3
E[My]) < BIX0 ] + 51 < 20% + Sn < oo

for all n. Consider the set

S = {(170)7 (_170)7 (07 1)7 (07 _1)7 (]-7 1)7 (17 ]-)7 (17 1)7 (_17 _1)}
and {& : k > 1} ii.d € such that the distribution of ¢ is Uniform(S). Let z1,...,7,-1 = (z,y) € Z* be
such that P X7 = x1,...., X1 = 2p—1] > 0. Using X,, = >_7_, &. We have
El| Xnl? [ Xn-1 = 2p-1, ... X1 = 1] = E[|Xn1+ &1 Xno1 =201, ..., X1 = 1]
- E[”xnfl + £n||2|Xn71 = Tnp—1, '~~7X1 = xl}
(using independence) = E[||z,_1 + &%

1
= g2 llzna ez

zE€S

3
= ||xn—1H2 + 9

Thus,

3
E[Mn|Xn_1, ...,Xl] = E[”Xn”z‘Xn_l = Tn-1, ...,Xl = 1‘1] — =N

2
3 3

= Jlznal®+ 5 3"

3(n—1)

= ||‘rn_1||2 + 2

where we have used linearity of conditional expectation and the fact that the conditional expectation of
a constant is itself in the first line. Thus M,, is a martingale.

O

Solution 2(b) : Since it is not specified in the question, we shall assume Xy = 0. For any n we have
{rr =n} ={lIXall <R,..., [ Xn-all < R,[|X0n| = R}

is an event observable by time n and therefore 75 is a stopping time for all R. We will apply the Optional
Sampling Theorem for which we have to verify the two hypothesis:

E(M,|tr > n)P(tr >n) — 0 and E(|| M) < oo.



Let f = max|,<g P(Tr > R|Xo = x). It is easy to see that 8 < 1, for example by considering a path
that goes only left or only right at each point for R steps has positive probability, depending upon the
parities of the coordinates (and will result in 7 < 1). Then using the Markov property, we have that

P(tr > kR) < B* and consequently E[rgr] < o0 (why 7).
Also,
R? < || Xop|l? < [1Xrp1 [ +2 < R?+2 < (R+V2)*, (1)
Therefore
E[| Mr,, |< (R+V2)* +Elp] +1 < 0
Second,

E(M,|tr > n)P(rg >n) < <2n2 + ;n) ﬂL%J —0 as n — oo.
So the Optional Sampling Theorem implies that

EM, | =EM]=0 = E[|X..)") = SElml

Using we have

2 2
gRQ <E[rp] < S(R+ V2)?

as desired.



