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2. Let Q = {—1,+1}" equipped with the probability denoted by P, such that

1

PlweQ:my(w) =w) = N = Py({@}),

where N € N, w € Qn = {-1, 1}N, equipped with the uniform distribution, denoted by Py and 7y :
Q) — Qp be the cannonical projection.

Consider for k > 1, X : Q@ — {—1,1} be given by Xy(w) = wy and for 1 < n, let S, : Q — Z be given
by Sp(w) = > p_; Xk(w) and Sp = 0.

Definition: Let A, be the events that are observable by time n. We shall say a sequence of random
variables, {Hyp} is a martingale w.r.t. the filtration A, if

E[| Hy |] < oo and E[H, | Sn-1,...,51 = Hp_1

(a) Show that &, = S2 — n is a martingale w.r.t the filtration A,,.

(d) Let {Vi}r>1 be a predictable process, that is for ¢ € R,

{Vk = C} € Ap_1.
Then show that

Zo=10 Zn:ZVk(Sk_Sk—l)
k=1

is a martingale w.r.t the filtration A,,.

Solution 2(a) : We must prove that &, is a martingale with respect to A,,. For this , we note that
E[|al] < E[|Snl?]+n<n®+n < oo
for all n where the second inequality follows from the fact that |S,|? is bounded above by n2. For the

second part, fix s,_1,Sn—2,...,51 such that P[S,,—1 = sn—1,5—2 = Sp—2,...,81 = s1] # 0. Then the
conditional probability and expectation with respect to this event is well defined and we have :

E[£n|sn—1 = Sn—1, ---751 = 31] = ka[gn = k'|Sn—1 = Sn—1, ~-~7S1 = 51]

keZ

= kP[S2 =n+Ek|Su1 = sn_1,.... 51 = s1]
kEZ

= ZkP[(sn_l + Xn)z =n-+ k|Sn_1 = Sn—1, ...,Sl == 81]
keZ

o ZkP[(Snfl + Xn)2 =n-+ kaSnfl = Spn—1, ~~~»Sl = 51]

= P[S,—1 = Sn—1, ..., 51 = 1]



Since X, is independent of Sy, ...,S,—1 , we get :

Z kP[(Sn_l + )(n)2 =n+k, S 1=81-1,...,91 = 81 Z k‘ Sn—l + Xn)Q =n-+ k]P[Sn—l = Sp_1y e, 01 = 81]
]P)[Sn,1 = Spn—1, ...,Sl = 81] ]P)[Sn,1 = Spn—1, ...,Sl = 81}

kEZ keZ
= kP[(sn_1+ Xp)? =n+ k]
keZ
= ((5n_1+ 1) =n)P[X, = 1]+ (851 — 1)? = n)P[X,, = —1]
Sme1— D2 —n+(sp_1+1)%2—n
Sl Pt P ey =
as desired. Thus , &, is a martingale w.r.t A,. ]

Solution 2(d) : First note that Sy — Sk_; = X}, therefore we have Z,, = >_;'_, Vi, X},. Therefore :

E[|Zal] < Y E[VillXkl] < D E[|Vi]] < o0
k=1 k=1

As the Vj are bounded random variables, being functions on a finite domain. For the second condition,
fix n. We know that {V; = ¢} € Ax_1 C A,—; for all k < n. In particular, this implies that

{Ve=c}={(X1,...X,_1) € A"}
for some set A’ C {£1}"~!. But then, X; = S; — S;_1, therefore (X1,...,X,_1) = g(S1, ..., Sp—1) for
some function g, and it follows that

{Vk = C} = {(Sh ...,Snfl) € g_l(A/)}

for any k. In particular, for any set B C D1 X ... X Dy where D; denote the set of values which V; takes
for 1 <i <n, we have

{(V1,...; V) € B} = {S1,...,8,-1 € S}

for some S’ C Z™. This establishes the following : there exists a function f’ with appropriate domain
and codomain such that V,, = f/(S1, ..., Sn—1). Using a similar argument for other k < n this also implies
that Z,,_1 = ZZ;; Vi Xx = g(S1, ..., Sn) for some function g.

Let $p—1,Sn—2, ..., $1 be such that P[S,,—; = sp_1,...,51 = s1] > 0. Then we have, from definitions and
from the independence of X,, from Sy, ..., S,_1, in an argument analogous to 2(a) :

E[Zn|Sn,1 = Sn—-1, ...,Sl = 81] = ZKP[Zn = K|Sn,1 = Spn—1, ...,Sl = 81]
= ZKP[Zn,l + Vi Xp = K|Sn_1 = 5p_1,..., 51 = 51]

=Y KP[g(sp-1,,51) + Xnf ($n-1,051) = K[Sp_1 = sp_1,..., S1 = 51]
K

_ Z[(P[g(sn_l, ceey 81) —+ an’(sn_l, ...,81) = K, Sn—l = Sp—1, ...,Sl = 51]
% P[Sp—1 = Sn—1,..-,51 = s1]

_ Z K]P’[g(sn,l, vy 81) + X ' (8n-1, -y 81) = KIP[Sp—1 = Sp—1, ..., S1 = $1]
P[Sn—l = Sp—1,-y591 = 31]

K
= Z KPlg(spn—1,-y51) + Xnf'(8n-1, -, 81) = K|

K
[g(sn 1y+-5 S )+f/(sn—17' oS )}]P)[Xn ]+[g(sn—h"'asl)7f/(8n—17"'351)]]P)[Xn = *1]
[g(sn 1y 81) + F(Sn—1y ey 81)] + [9(80—15 -y 81) — f'(Sn—1, -, $1)]

2

= g(snfla sy Sl) = Z’nfl



which shows that Z, is a martingale. [13. Let X,Y, Z be discrete random variables on a probability
space (2, F,P). Suppose that P(Y =y) > 0 and P(Z = z) > 0.

(a) Show that E[XY |Y =y]| =yE[X | Y =y]

Solution 3(a) : As P[Y = y] > 0, the expression E[XY|Y = y] is well defined. By definition, we have :
EIXY[Y =y =) kPXY =k|Y =y]
keZ
we now distinguish y = 0 and y # 0. Indeed, if y = 0 then we have :
D KPXY =k[Y =0] =Y kP[k=0]Y =0] =0 =yE[X[Y =y
= keZ
trivially. For y # 0, we have :
k k k
STRBIXY = k[Y =y] = S kP | X = f‘Y:y —y> °p X:f‘Y:y
kez kez y kez Y Y

We claim that

ZS}P’ [X:];’Yzy] =Y IPX =Y =y

kEZ lez

To prove this, note that if y t k then P [X = ﬂ = 0 and hence P [X = %’Y = y} = 0. Therefore, the

only terms that remain on the LHS are those for which y|k. Reindexing with [ = ¥ gives us the RHS.
With this, we get :

k k
v X = |y =] =y SIPLY U7 =] = yELX]Y =)
kGZy Yy LEZL

]

as desired.



