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Due: Friday March 12th, 2020
Problems to be turned in: 3

Let A,, be the events that are observable by time n.Let N € N. Consider
Qn = {OJ = (wl,wg, R ,UJN) W € {—1,+1}

equipped with the uniform distribution, denoted by P =Py. For 1 <k < N, let Xk : Qn — {—1,1} be
given by X;(w) = wy and for 1 <n < N, let S, : Qn — {—1,1} be given by S, (w) = > ;_; Xi(w) and
So =0.

1. For 1 <n < N, show that the mode of S, is {0,1} that is

P(Sy, =0)  ifn=2kkeN (2 1
P(Sop_1=1) ifn=2k—1,keN ~ \ k2%

max{IP’(Sn:a):an}:{
2. Fora < b,a,b € Z,1 <n < N show that
Pla<S,<b) <(b-a+1)P(S, €{0,1})
and conclude that 1\}53100 Pla < Sy <b) =0.
3. Let —-co<a<0<b<oo,a,beZ,
0, =min{k > 1: S, = a} and op = min{k > 1: S = b}.

(a) Let 7v = min{o,, 0y, N}. Show that 7 is a Stopping time.
(b) Show that

E(S;y) = aP(oq < 0,04 < N) + bP(0p < 04,0 < N) + E(Sy1l(min{o,0p} > N))
and
E(7n) = a*P(04 < 0p,04 < N) +0*P(oy, < 04,04 < N) + E(S%1(min{o,, 0} > N)).
(c¢) Show that
1—P(og < 0p,00 < N)—P(op < 04,00 < N) =P(min{o,, 0} > N)

(d) Limits as N — co.
i. P(min{og, 0} > N) = 0 as N — oc.
ii. E(Sy1l(min{os,0p} > N)) — 0 as N — cc.
iii. Show that there exists ay, ap € [0, 1] such that

a, = lim P(o, < 04,0, < N) and ap = lim P(op < 04,05 < N).

n—o0 n—oo

iv. Conclude that
g +op =1 and ao, + bay = 0.

Find ag, ap.
v. E(ty) = —ab as N — oc.

(e) Can you provide an interpretation to answers from (d)(iv) and (d) (v) ?



Book Keeping Exercises

. Show that {X;}1<i<n are iid. with distribution P(X; =1) = P(X; = —1) = 3.
. Prove that an increment S,,, — S), for 0 < k < m < N has the same distribution as S,,_-
. Prove that S,, is a Makov Chain

. Let for 0 < k < N, a € Z,P(S; = a) > 0. Prove that for 0 <k <m < N,
]P’(Sm:b|5k:a):]P’(Sm,k:b—a)
for b € Z.

. Let A, be the events that are observable by time n. Show that A,, is closed under complimentation
and intersections.

. Let a € N and 0, = min{k > 1: Sx = a}. Show that
1
Plo, =n) = 5[]?(5’”,1 =a—1)=—-P(S,—1 =a+1)]
. Gambler’s Ruin Revisited Using Markov Chain Let X,, be a Markov chain on S with transition
matrix P and initial distribution u.
(a) Let A C S and T4 be the hitting time of the set A. Let g** : S — [0, 1] be given by
g4(i) = B(T4).
i. g? is a solution of the linear system of equations given by
gii)=0ific A
A\ A/ N\ ep -
g @) =1+ ) piygt() ifig A (1)

jEAe

ii. If u: S — [0,00) is another solution to (1) then u(i) > g*(i) for all i € S.

(b) Let X,, be a Markov chain on S with transition matrix P and initial distribution u. Let
S ={0,1,...} with P(Xo = 10) = 1 and transition matrix P be given by

1 ifi=45=0

P ifi>1,j=i+1
Dij =
1—p ifi>1l,j=i-1

0 otherwise

Let A = {0}. Find g“(10).



