Topics in Applied Stochastic Process Semester 1 2020/21
http://www.isibang.ac.in/~athreya/Teaching/prob120 Hw 3-Solution

1. As discussed in class, let Ty be a rooted binary tree, with root p. For each x € Ty, let a(z) € Ty
denote the ancestor of x and | z | denote the distance to the root p. On Tq, consider the weight
function p to be given by

p({z, a(z)}) = gl for 2 € Ty

where $ is a positive number. Let X, denote the canonical random walk on (T, ).

(a) Show that for 8 < % that the random walk X, is recurrent.
(b) Consider Y,, =| X, |.
i. Show that Y,, is a Markov Chain on Z, .
ii. Show that Y, is recurrent when 8 = %
iii. Show that Y, is transient when § > %
(c) Conclude that X, is transient if and only if 8 > 1.
Solution1(a) : Let V be the vertex set of To. Let S, = {z € V : |z] = n}. It can be readily
verified that V = U,,>0S5,, where the union is disjoint and using an inductive argument one can

show that |S,| = 2" for all n > 1. With a slight abuse of notation, x induces a countably additive
set function on subsets of V', by

forx €V, u({z}) = Z w{z,y}), and wA) = Z w({z}) for ACV.

x~y,z,yeV r€EA
We will prove that if § < % then (V) < oo, which (by a result shown in class) will then imply
that the graph is recurrent.

Assume 8 < % Let € S,,, n > 0. Then, note that, z has an edge to its ancestor a(z) in S, _1
with edge weight 3" and two edges to vertices y € S,41, with a(y) = 2, with edge weights 3"+
This implies that u({z}) = 8" + 28"+, Therefore,

p(Sa) = u{e}) =Y pr+2pmtt =2npn pontipnt
€S, €S,

for n > 1 and u(Sp) = 25.
p(V) = lim 3" p(S,) =26+ lim S (@8)" + (28)) < e,
n=1 n=1

(since 26 < 1 so the given series is a sum of two convergent geometric series). Thus, we are done.
O

Solution1(b) (i) : X, is a Markov chain on Ty with transition matrix P and initial distribution
P[Xo = p] =1, where P = [pgy]s yet, is given by
ﬁ ify=ca(z),x € Ty,x#p

0 otherwise.

We will show that Y,, is a Markov chain. First, note that Y,, takes values in Z, and that Y,, =y
if and only if X,, € S, for any n,y € N. Suppose y € Z; we have P[Y,, = y] > 0, then for some



n € N. Then for y,z € Z

1
= 57X, €5 X P =uXa €Sy
n Y1l ues,
1
= — Z ]P)[Xn+1 = U,Xn = ’U]
PlXn € Sy] csmes,
1
= orv - a1 Z puv]P)[Xn - U]
PXy € Sy] u€S, vES,
= Qyz (1)
where
1+12,8 ifz=y—1y#0
_ 23 e 2
Q== Trap Hz2=y+1,2#0 (2)

0 otherwise.
Suppose for y; € Z4 with j =0,1,...,n we have P[Y,, = yy, ..., Yo = yo] > 0, then for y,+1 € Z+

]P)[Yn+1 = yn+1|Yn =Yn,--- 7Y0 = yO] = P[XnJrl € Syn_H
= Y PXpp=2041lXn €8y, Xo € Sy]

Tn41 Esy

|Xn S Syn7~~~7X0 € Syo]

n+1

using the Markov Property for the Markov chain {X,,},>1 we have that the above is
(why 7) = P[Xpi1 = Sy, [Xn € 5y,]

= P[Yn—&-l = yn+1|Yn = yn] (3)

Using , , via an inductive argument and arguing similarly for case,
HJ)[}/'I'H»l = Yn+1, Y, = Yny - - aYO = yO] =0, we have

n
IP)[Y;z-‘,-l = yn+1,Yn =Yny--- 7YO = yO] = HD(}/O = yO) H Qyit1yi-
i=1

Thus we have show that Y;, is a Markov chain on Z, with transition matrix Q = [gy.]y ez, and
initial distribution given by the random variable Yj.

Solution1(b) (ii) : Let 8 = 3. Using problem 1 in Homework 2, with p; = £ we note that 1(c)(i)
applies. So we have that h{%} (i) = IP’i(TéO} < 00)) = 1, where T}{,O} =min{n > 0:Y, =0}.

This means that the chain Y, is recurrent.

Solution 1(b) (iii) : Let 8 > % Using problem 1 in Homework 2, with p; =
1(c)(ii) applies. So we have that h{%}(i) = Pi(TéO} < o0)) < 1.

Thus, we get that Y,, is transient.

ﬁ, we note that

Solution1(c) : We know, from part(a), that X,, is transient if 3 < 1. As noted earlier, for k > 0,
X, € S if and only if Y,, = k. So,
min{n >1: X, = p}:= Rgf} = Réo} :=min{n >1:Y, =0}.
So therefore,
Po(RIPY < o0)) = 1 if and only if P, (R < o0)) = 1.

Therefore, (using Book keeping Exercise 1 in Homework 3), X,, is recurrent if and only if Y, is
recurrent. Thus from (b), X,, is recurrent if 8 = } and transient if 8 > 1.



2. Let &,&1,&, ... be i.i.d random variables, (denoting the number of people arriving in time unit 4 to
a queue at a ticket counter) such that

Pl=k)=pr, k=0,1,2,...,
with Z;OZO pr = 1. Let Xy be the number of people in the queue at time 0. Then the number of
people in the queue at time n > 1 can be described by
X, =max{X,_1 — 1,0} + &,.
(a) Verify that X,, is a Markov chain on state space S = {0,1,2,...}.
(b) Show that the chain is irreducible if
0 < pp < 1 and if there exists k > 1 such that p; > 0. (4)

(c) Assume (4)). Let g : [0,1] — [0,1] be given by g(a) = Y32 pra®. Let p = g/(1).
i. Let u <1 and define f : S — R by f(i) = i. Show that

Ei(f(X1)) < £(i) for all i # 0.

Conclude that X,, is recurrent.
ii. Show that if g > 1 then there is an § € (0, 1) such that g(8) = 8
iii. Let g > 1 and define f : S — R by f(i) = 8. Show that

Ei(f(X1)) = f(9)
Conclude that X,, is transient.
Solution 2(a) : As P(¢, > 0) = 1, by definition P(X,, € S) = 1, thus X,, takes values in S.
For given {x;}i1<i<n, we note that the events
{Xn :l’n,...,XO :l‘o}
and
{gn =Tpn — max{xnfl - 1»0}7 oo 351 =T — max{xo - 170}7X0 = .’Eo}

are the same. Let n > 1 and assume that P(X,,_1 = xp_1,..., Xo = x9) > 0.

P[Xn =Tp,. .., Xo = 330}
P[an =Tp-1,...,X0= ZCO]
P&, =2, —max{z, 1 —1,0},...,& = 21 — max{z — 1,0}, Xo = z0]
- Pléo1 =21 —max{z, 1 — 1,0},...,& =21 — max{zg — 1,0}, Xo = z0]

P[Xn = xn‘Xn—l =Tn—-1y--- ,X() = xO] =

Using the Independence of {{;}r>1, we have that the above is
_ [T, P& = @ — max{x;—1 — 1,0}] - P[X( = o]
[T Plés = @i — masc{w; 1 — 1,0}] - P[Xo = a)
= Pl¢, = 2, — max{z,—1 — 1,0}].
P[Xn = -Tnaanl = xnfl]
= — (5)
P[Xn—l - xn—l}
Further, as P[X,,_1 = 2,,—1] > 0 we have

]P)[Xn = Tn, Xn—l = ‘rn—l]

]P)[Xn = xn|Xn—1 = xn—l] =

]P)[Xn,1 = .’)Snfl]
~ Pl§, = 2, —max{z,_1 — 1,0}, X1 = 2y 1]
N P[X, 1=, 1]
_ P&, =2, —max{z, 1 — 1,0}|P[X,, 1 = 1]
B P[X,_1 = T,_1]
=P, = 2, — max{x,_1 — 1,0}] (6)



From (f]) and (6], we have that

]P[Xn = xn‘anl =Tn_1,...,X0= {E(ﬂ = P[Xn = mn|Xn71 = xnfl]
=P[¢, = v, — max{x, 1 — 1,0}]

Dz, ifz, >0,2,_1=0
Prp—zp_1+1 T 2T 121
=Gz, 501 =4 D0 ifx, =xzp_1— 1,21 >1 (7)
0
otherwise

Using , via an inductive argument and arguing similarly for case
P[Xn+1 = -Tn+1aX7L = Tpy.-.- ,XO = .To} = 0 we have

P[Xn+1 = £E7l+1, Xn = Tpy--- ,XO = Io] = ]P(XO = 1‘0) Hq-’E7‘,+1Ii
=1

Thus we have show tnat X, is a Markov chain on Z, with transition matrix @ = [gy.]y,.ez,
given by

Po P1 P2 P3 P4 DPs

Po P1 P2 P3 P4 D5

0 po p1 P2 p3s P4

0 0 po p1 p2 p3

0 0 0 po p1 p2

and initial distribution given by the random variable Xj.

Solution2(b) : Let 0 < pg < 1 and K > 1 be such that px > 0.

For ¢ € Z, and let
S; = {k : AN € N such that Q. > 0}.

We will show that S; = Z,. Firstly, note that S; # 0 as ¢;; = po > 0if j = ¢ — 1, implying
i—1€8;.
Secondly, if 1 < j € S; then j —1 € S;. This because, there exists an N such that qg >0
and gjx = po > 0 for k = j — 1 € S;, which will imply that ¢/} ™' >0 .
Thirdly we will show that S; is unbounded. If j € S then forl=j+ (K —1) ¢j; =px >0
implying j + (K — 1) € S;.  Repeating this inductively we have that [ + m(K — 1) € S; for
all m > 1. With K > 1 this implies that S; is unbounded.
Combining the three steps above we have that S; = Z for all ¢« > 0. Therefore the chain is
irreducible.

O
Solution 2(c) : We shall need the following result stated in class.

Theorem 1 (Lyapunov Function) Let X,, be an irreducible Markov chain on S = {0} UN,
with transition matrix P. Then

(a) the chain is transient if and only if there is a bounded non-constant function f : S — R
such that

(oo}
Zpijf(j):f(i), for all i # 0 (8)
j=0
(b) the chain is recurrent if there is a function f : S — R such that
lim f(i) = o0 )
1—> 00



and
oo

> piif(§) < f(i), foralli#0 (10)

§=0
We shall try to decide whether the chain is recurrent or transient by using Theorem 1. As
indicated in the theorem, we need to find Lyapunov functions f satisfying or @D and .

Transience: Define f : S — R by f(i) = a* for some real number 0 < a < 1. We need to show
Z;iopijf(j) = f(i) for i # 0, so we to find 0 < a < 1 such that

o0
j i
E Pj—it10’ = a’.

j=i—1

1

In other words, dividing both sides of above by a*~!, we need to find a such that

oo
o
a= Z pj—it1d T i £0

j=i—1

or

a= Zpkak.
k=0
Solution2(c) (i): Define f : S — R by f(i) = i. Clearly f satisfies (9)). Further,

Ei(f(X1) = Z‘Iijf(j) = Z Pj—it1] = Zpk(k +i—1)=p+i—1
j=0 k=0

j=i—1

The right hand side is less than equal to f(i) as u < 1. So f will satisfy if 4 < 1 and, via
Theorem 1, the chain will be recurrent

Solution 2(c) (ii): Now g(0) = py >0, g(1) =1 and p = ¢/(1) = >_;— kpr > 1. Note that it
is a potentially divergent series, but all terms of the series are positiveﬁ

The function g(x) — x is positive at = 0, vanishes at x = 1 and is strictly increasing at = 1
and so negative just to the left of z = 1.

Therefore, there must exist 0 < ag < 1 such that g(agp) = ao.

O
Solution 2(c) (iii): Consider the function f(i) = aj. Using (ii), for i # 0,
E;(f(X1)) = ZQija% = Z pj—z'ﬂaj = aéilg(ao) = Gé = f(i).
§j=0 j=i—1
Thus f, satisfies . So , via Theorem 1, establishing transience of the chain if p > 1.
O

In conclusion, the chain will be transient if p > 1 and recurrent otherwise.

1So p > 1 if it represents a real number and will assume condition if it diverges



