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1. Let X,, be a Markov chain on S = {0, 1, ...} with transition matrix P with
1 ifi=j=0
D; ifi>1,j=i+1

Pij =
1l—p;, fi>1l,j=i-1

0 otherwise
where we assme 0 < p; < 1 for every i > 1. Let A = {0} and let h* : S — [0, 1] to be given by
hA(i) = Pi(T* < o0).
(a) Let u; = h(i — 1) — h”(4). Show that
Ujt1 = ﬁum

for i > 1.
(b) Conclude that for ¢ > 1,

hAG) =1—wu Zﬁ (Z:)

j=1k=1
(c) Further,
LI, | (f?i) = oo, then

hA(i) =1 for all i > 0.

i I 3502, | (q ) < 00, then

hA(i) = Eien Il (") for all i > 0.
ST (3)

Solution 1. We will use the following proposition.

Proposition 1: Let X,, be a Markov chain on S with transition matriz P and initial distribution
p. Let A C S and T4 be the hitting time of the set A. Let h™ : S — [0,1] be given by

hA(i) = Pi(T* < o0).
(A) h? is a solution of the linear system of equations given by

1 ifie A
WD) = (1)
Yiespight(G) ifig A

(B) If f: S — [0,00) is another solution to then f(i) > h(i) for alli € S.



Solution 1(a): We shall denote ¢; = 1 — p;. Note Using the above Proposition 1 (A), we know
that for ¢ > 0 :

hA (i) = i+ )p; + b (i — 1)g;

This is the same as
pihA(’L') + qihA(i) = pihA<i> + qihA(i — 1).
that ¢;, p; > 0 for all i > 0. Let u; = h4(i — 1) — hA(i) and a simple rearrangement implies that

Uj41 = ﬂui, for 4 > 1. (2)
i

?

O
Solution 1(b): Iterating inductively we obtain for all 7 > 1

i
gk
Uj41 = H — w1
i1 Pk

On the other hand it is easy to see via a telescoping sum argument that

and this implies

i g—1
i =1-u S ] (;’z) . foralli> 1. (3)

j=1k=1

Solution 1(c)(i): We assume that » 72, | (g—’;) = o0.
If uy # 0, by assumption there exists an N > 1 such that

Substituting this in with i = N, would contradict the fact that 0 < hA(N) < 1. Hence, u; = 0.
So from again we have that
hA(i) =1 for all i > 1.

By definition A4 (0) = 1 and we are done.
Solution 1(c)(ii): Y72, | (Z—i) < 0.
Using the assumption and the fact that 0 < k(i) < 1 in (3)), we have that

1
0<U1<

TSI ()

By Proposition 1 (B), h is the minimal solution. Using this and the above in this implies that

1
o] j—1 D\
Zj:l Hi::l (ZL;)

uy =



Therefore for ¢ > 1
oo i—1 (¢
gy = i Ll ()
[ee) ) —1
5 T (&)

By definition A*(0) = 1 and we are done. O

5. Let S be a countable set, F = P(S) be the power set of S, P,Q, R be Probabilities on S.
(a) Let G ={s € S:P({s}) > Q({s})}, show that for any F € F we have

L P(F) - ( ) SP(FNG)-QIFNG) <PG) -Q(G)
i. Q(F) - P(F) < Q(G°) — P(G°)
iii. P(G) - ( ) =Q(G°) - P(G°)
(b) Conclude from part (a) that
I'P — Q[lpy:= max | P(4) Z | P({s}) —Q({s}) | -

sES’
Solution 5: We make some observations before we begin. Note that for s ¢ G we have
P({s}) < Q({s}).

In particular, for S C G we have P(S) > Q(S) and for S C G° we have P(S) < Q(S). Let us
make a notation and write (P — Q)(F) = P(F) — Q(F) for any F. With this, for F C G we have
(P—Q)(F) >0 and for FF C G¢ we have (P — Q)(F) <O0.

Solution 5(a) (i) Let F' € F, and write F' = (F'N G) U (F N G°). By disjointness,
P-Q)F)=P-QFNG) +P-QFNG)
Note that F'N G C G° so by our observation the second term is negative hence
P-Q)F) < (P-QFNG).
In similar fashion, note that
P-Q)G) =P -Q(GNF)+ (P-Q)(GNF)
As GN F° C G the latter term on the RHS is non-negative hence

P-Q)(G) = (P-Q)GNF).

Solution 5(a) (ii) Now,
P—-Q)G)=P-QGNF)+ (P-Q)G"NF)
and the latter term is negative as the argument is a subset of G° hence
(P-Q)(G°) < (P-Q)G°NF).
However, see that
P-QF) =P-Q(GNF)+(P-Q(GNF)
and the latter term is non-negative as the argument is a subset of G, hence

P-Q)F) = P-Q)G"NF).

Combining the two inequalities we are done.



Solution 5(a) (iii) We have
0=FP-0Q)9) =P-Q(G)+ (P -Q)G)
which implies that P(G) — Q(G) = Q(G°) — P(G°).

Solution 5(b): Note that

S IP-Q{shH = D IP-Q{sHI+ Y [(P-Q)({s})] = (P-Q)(G)—(P—Q)(G°) = 2(P-Q)(G)

ses seG seGe

(4)
Now, from 5 (a)(i), for any A C F we already know that
(P—Q)(4) < (P-Q)(G). (5)
Using and we have that
I B~ Q llpy:= max | B(A) ~ Q(4) |= (B~ Q)(€) = 5 (P~ Q)({s))].
seS
O



