C-12 Probability Theory Semester 1 2022/23 Worksheet
hitps: //www.istbang.ac.in/~athreya/Teaching/c12

1. Let (Q,F, ]?) be a Probability space.. Let {X,,} be a sequence of i.i.d. samples on (Q, F,P).
Consider X,,, the empirical mean given by

_ 1 &
X, = n;X’“'

Let for u € R,

1 _
s(u) = sup — log P(X,, > u)
n>1"n

and for A € R
p(\) = log EeM1).

We shall work in RU{—oo}U{oo}. In this worksheet we will prove the result: For all A > 0,
p(\) = suﬁpé()\u + s(u)) (1)
ue

(a) Show (1) for A = 0. i.e.

sup s(u) = 0 = p(0).
ucR

(b) Show that
P({X, > u}) < (E[M1])"e "
for A > 0 and conclude that
p(A) = sup(Au + s(u)) (2)
ueR
forall A >0
(c) Show that for K > 0 large enough and any lambda > 0

—AK < sup(Au + s(u)) (3)
ueR

(d) Let A > 0 and K > 0 prove each of the (in)equalities below:

1 o _
log E[e™ 1(] X1 |< K)] < = log Ele™ X 1(| X,, |< K)]
n

1 & = =
< Elog <e_”’\K +/ E [ I(-K <u<X,) I(| Xy < K)e"’\“n)\du}>
) K
< = log <e")‘K + / E [e"@“s(“))mdu}) (4)
n -K
(e) Using (??) and (??) show that
log E[eM 1(] X1 |< K)] < %log(l + 2Kn\) 4 sup(Au + s(u)) (5)

u€eR



