
C-12 Probability Theory Semester I 2022/23 Homework 4
https://www.isibang.ac.in/∼athreya/Teaching/c12 Solution

1. Exercise 4.5.13 in [Ros06]
Solution of (a): We first define X+ and X−. Then, we take X = X+ −X−.
Define X+ : [0, 1] → R as:

X+(ω) =



2 if 1

3
< ω ≤ 1

2

3 if 1

4
< ω ≤ 1

3

and generally k if 1

k + 1
< ω ≤ 1

k

0 otherwise

Define X− : [0, 1] → R as:

X−(ω) =

1 if 1

2
< ω ≤ 1

0 otherwise

Then, X is

X(ω) =



−1 if 1

2
< ω ≤ 1

2 if 1

3
< ω ≤ 1

2

3 if 1

4
< ω ≤ 1

3

and generally k if 1

k + 1
< ω ≤ 1

k

0 if ω = 0

Define, X+
m = X+I{ 1

m≤ω≤1}. Then, X+
m is non-negative simple function such that X+

m ↑ X+.

Now, by Monotone convergence theorem , E[X+
m] ↑ E[X+].

Then,

E(X+
m) =

m∑
k=2

k

k(k + 1)
and E(X−) =

1

2
=⇒ 0 < E(X−) < ∞.

Then,

E(X+) =

∞∑
k=2

k

k(k + 1)
= ∞ and E(X−) =

1

2
=⇒ 0 < E(X−) < ∞.

Solution of (b): Let us use X,X+ and X− from part (a). We define, Y = −X. Then, we
have

Y − = X+ and Y + = X−.

This implies,
E(Y −) = ∞ and 0 < E(Y +) < ∞.

Solution of (c): We first define X+ and X−. Then, we take X = X+ −X−.
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Define X+ : [0, 1] → R as:

X+(ω) =

k if 1

k + 1
< ω ≤ 1

k
and k is odd

0 otherwise

Define X− : [0, 1] → R as:

X−(ω) =

k if 1

k + 1
< ω ≤ 1

k
and k is even

0 otherwise

Then, X is

X(ω) =


k if 1

k + 1
< ω ≤ 1

k
and k is odd

−k if 1

k + 1
< ω ≤ 1

k
and k is even

Define, X+
m = X+I{ 1

m≤ω≤1} ∀m ≥ 1. Then, X+
2m is non-negative simple function such that

X+
2m ↑ X+. Similarly, X−

2m+1 is non-negative simple function such that X−
2m+1 ↑ X−.

Then
E(X+

2m) =

m∑
n=1

2n− 1

(2n− 1)2n
and E(X−

2m+1) =

m∑
n=1

2n

2n(2n+ 1)
.

Now, by Monotone convergence theorem , E[X+
m] ↑ E[X+] and E[X−

m] ↑ E[X−].

Then
E(X+) =

∞∑
n=1

2n− 1

(2n− 1)2n
= ∞ and E(X−) =

∞∑
n=1

2n

2n(2n+ 1)
= ∞.

Solution of (d): Consider the Pareto distribution with density function

fX(x) =
αxα

m

x1+α
with α ∈ (1, 2], x ∈ [xm,∞).

Then

E[X] =

∫ ∞

xm

αxα
m

xα
dx

=
αxα

m

(1− α)xα−1

∣∣∣xm

∞

=
αxm

α− 1

But, E[X2] = ∞.

2. (Tschebychev Inequality)

(a) Find a random variable X with Range(X) = {−1, 0, 1} such that

P (| X − µ |≥ 2σ) =
1

4
,

with µ = E[X] and σ2 = Var[X].
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(b) Construct another random variable Y (different from X) with Range (Y )= {y1, y2, y3},
E[Y ] = µ and

P (| Y − µ |> 2σ) > P (| X − µ |> 2σ),

so as to get
P (| Y − µ |> 2σ) >

1

4

Decide whether Tschebychev Inequality is violated ?

Solution of (a): X : [0, 1] → R where [0, 1] has uniform measure.
Let

X(ω) =


−1 if 1

k + 1
< ω ≤ 1

k
and k is odd

0 if 1

k + 1
< ω ≤ 1

k
and k is even

1 if 3

4
< ω ≤ 1

Then, E[X] = − 1
2 = µ and σ = V ar[X] = 1− 1

4 = 3
4 and P(|X + 1

2 | ≥
3
2 ) = P(X = 1) = 1

4 .
Solution of (b): Let Y : [0, 1] → R

Y (ω) =


−2 if 0 ≤ ω <

5

8

0 if ω =
5

8

2 if 5

8
< ω ≤ 1

Then, E[Y ] = −2 · 5
8 + 2 · 3

8 = − 1
2 = µ and P(|Y + 1

2 | ≥ 2 · 3
4 ) = P(Y = 2) = 3

8 > 1
4 .

Since V ar(Y ) ̸= σ, Tschebychev inequality in not violated.

5. Exercise 3.1.12 [AS08]
Solution: X : Ω → N is a random variable. Then,

E[X] =

∞∑
n=1

nP(X = n) =

∞∑
n=1

∞∑
k=n

P(X = k) =

∞∑
n=1

P(X ≥ n)

6. Exercise 4.3.4 [Ros06]
Solution of (a): If X and Y are independent and f and g are measurable functions then f(X)
and f(Y ) are independent random variables as:

P(f(X) ≤ x, g(Y ) ≤ y) = P(X ∈ f−1(−∞, x], Y ∈ g−1(−∞, y])

= P(X ∈ f−1(−∞, x])P(Y ∈ g−1(−∞, y]) (X and Y are independent)
= P(f(X) ≤ x)P(g(Y ) ≤ y)

Now if f(x) = max{0, x} and g(x) = max{0,−x} then f and g are measurable. Hence X+ =
f(X), Y + = f(Y ), X− = g(X), and Y − = g(Y ).
Thus, X+, Y +, X−, Y − are mutually independent to each other.
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Solution of (b):

Z+ − Z− = (X+ −X−)(Y + − Y −)

= X+Y + +X−Y − − (X+Y − +X−Y +)

Now, X+Y + +X−Y − ≥ 0 and X+Y − +X−Y + ≥ 0. Thus,

Z+ = X+Y + +X−Y −

Z− = X+Y − +X−Y +

Solution of (c):

E(XY ) = E((X+ −X−)(Y + − Y −))

= E(X+Y + +X−Y − −X−Y + −X+Y −)

= E(X+Y +) + E(X−Y −)− (E(X−Y +) + E(X+Y −))

= E(X+)E(Y +) + E(X−)E(Y −)− E(X−)E(Y +)− E(X+)E(Y −)[ by part (a)]
= E(X+ −X−)E(Y + − Y −)

= E(X)E(Y )

7. Let (Ω,F ,P) be a Probability space.

a. Suppose X,Y are simple non-negative random variables with X ≤ Y then show that
E[X] ≤ E[Y ].
Solution of (a): Suppose

X =

n∑
i=1

aiIEi

where Ei ∩ Ej = ∅ and Y =
∑n

j=1 bjIEj . [ai ≥ 0 and bj ≥ 0] and X ≤ Y =⇒ ai ≤
bi ∀i = 1, . . . , n.

We may assume ai and bi are distinct.
Then, E[X] =

∑n
i=1 ai ≤

∑n
i=1 bi = E[Y ].

b. Suppose X,Y are non-negative random variables with X ≤ Y then show that E[X] ≤ E[Y ].
Solution of (b): Suppose ϕn(x) = min{n, 2−n⌊2nx⌋} where n ≥ 1.

Now since X ≤ Y =⇒ ϕn(X) ≤ ϕn(Y ) ∀n ≥ 1.[Becasue ϕn(x) ≥ 0 and X ≥ 0]
Now, ϕn(X) ↑ X as n → ∞. By monotone convergence theorem,

E[ϕn(X)] ↑ E[X] as n → ∞

and similarly
E[ϕn(y)] ↑ E[Y ] as n → ∞.

But, by (a),
E[ϕn(X)] ≤ E[ϕn(Y )] ∀n ≥ 1.

Thus,
E[X] ≤ E[Y ].
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c. Suppose X,Y are random variables with X ≤ Y then show that E[X] ≤ E[Y ], provided
both exists.
Solution of (b):

X+(ω) = max{0, X(ω)}
X−(ω) = max{0,−X(ω)}

Then
X ≤ Y =⇒ X+ ≤ Y + and X− ≥ Y −.

Then, from part (b) we have,

E[ϕn(X
+)] ≤ E[ϕn(Y

+)] and E[ϕn(X
−)] ≥ E[ϕn(Y

−)] ∀n ≥ 1.

Thus,

E[ϕn(X
+)− ϕn(X

−)] ≤ E[ϕn(Y
+)− ϕn(Y

−)] ∀n ≥ 1

Then,

E[X] = E[X+]− E[X−]

= lim
n→∞

E[ϕn(X
+)]− lim

n→∞
E[ϕn(X

−)] [By monotone convergence]

≤ lim
n→∞

E[ϕn(Y
+)]− lim

n→∞
E[ϕn(Y

−)]

= E[Y +]− E[Y −]

= E[Y ]

for errors/suggestions/questions contact Aritra Mandal arigabubabugmail.com
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