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1 Fis a closed set. Let § > 0.
Fs={xeR:d(z, F) <}
Let x € JFs, then 3 a sequence {z, }nen in Fs such that z, — x as n — oo.
Let y € F', and € > 0, 3 N € N such that d(z,z,) <€ ¥n > N.
Now for n > N,

d(z,y) < d(x,zn) + d(zn,y) <€+

Since € > 0 was arbitrary, we have d(z,y) < 6.

Since y € F was arbitrary, we have,

d(z,y) <0 YyeF
=d(z, F) =inf{d(z,y) :ye F} <4
=z € Fs

Now suppose d(z, F') < ¢, then 3 yo € F such that d(z,y0) = a < 4.
Define

U={zeR:d(z,z) <p} where 0<p<d—a
then U is a open set around x.
Let z € U, then

d(z,y) <d(z,z)+d(z,y) <p+a <9

This implies d(z, F) < 4.
Since z € U was arbitrary, this implies U C Fjy, which contradicts the fact that © € 0Fy.
Therefore for € OF5 we must have d(z, F) = 4.
So,
OFs C {x e R:d(x, F) = d}.

Now suppose there are uncountably many ¢’s such that

P({x € R:d(z,F)=4d}) > 0.
Define
E'={zeR:d(z,F)=4}
and
A={5>0:P(E° >0}
E% N E% = ¢ since d(z, F) cannot take both values 6, and &5 by definition.

Define 1
A, ={6€ A:P(E° > ~}



Let 517627-~75k € A,, then

k
P(ES*UE»U...UE%) =Y PE%) > —.
( ) Z ( )>n

Since P(R) =1 = A,, can have atmost n — 1 elements.

Then A,, C A and for any § € A, 3 N such that P(E?) > % which implies that § € Ay for some
NeN.

So,

A= U A,
neN

Each A,, has finitely many elements and the union of countably many finite sets is countable.
Hence A is countable.

. Let {X,}n>1 is a sequence of random variables such that X, 4 x.

We write F,, = Fx, as the cdf of X,,. And, F' = F'x as the cdf of X.

We have Q = [0,1], B = Bg,1] and P = Lebesgue measure on [0,1].

Y,(w)=inf{z e R: w < F,(2)}
and

Y(w)=inf{z e R:w < F(z)}.
We know that Fy = F and Fy, = F),.
Let w € Q and let wg € € be such that w < wy.
Let § > 0 be such that b = Y (wp) + 0 is a continuity point of F.
So

Y(WQ) <b= F(b) > wo

= Img € N such that F,(b) > wyg — 6 Vn > mso| because X, A X]
= 3msg € N such that Y, (wg — ) <b Vn >mgy

Then we have,

limsupY;, (wg — ) <b=Y(wp) + 6 (1)

n—oo

We further restrict 6 to the interval (0,wp — w).
For any wi,ws € Q such that wy < we, if x satisfies F},(z) > wy then F, () > w.
Thus implies, Y, (w1) < Y, (w2). So Y, is increasing function on €.

From (1) and using the fact that 6 < wp —w and Y,,’s are increasing function on Q we get,

lim supY,, (w) < Y (wo) + 0

n—oo

Now we take a sequence of ¢, in the interval (0,wy — w) such that

Y (wp) + d,, were continuity points of F' and § — 0 as n — oo,



then
lim supY;, (w) < Y (wp).

n—oo

We have established that for any w,wy € € such that w < wy,
the above results holds.
If w is a continuity point of Y, we then allow wg to decrease to w,

we get
lim supY,, (w) < Y(w)

n— oo

Forany wy,ws € Q with wy < omegas if x satisfies wo < F(x) then wy < F(x).

So,
{zeR:w <F@)}C{peR:wy < F(x)}.

Taking infimum on both side, we get,

Y(wl) S Y(OJQ).

So, Y is increasing function.

This implies, Y has countably many discontinuities.

. {Xn}n>1, X are random variables on (2, F,P) such that X, B X as n — o0.
Let € > 0, let for t € R, Fx, (t) =P(X,, <t) and Fx(t) =P(X <t).

Fx, (t)=P(X, <t)
=P(X, <t,|X, — X|>e)+P(X, <t,|X, — X|<e)
<P(|X, = X|>e) +P(X, <t,|X, — X| <e)
<P(|X,—X|>e€)+P(X <t+e)
=P(|X,—X|>e€)+ Fx(t+e)

Similarly we can show,

Fx(t—e) S]P)(|Xn—X| 2€)+FXn(t)~

Then,

Fx,(t) > Fx(t— ) —P(X, - X| > c.

From (2) we get,

limsupF, (t) < limsupP(|X,, — X| > €) + Fx(t +¢)

n—r oo n—roo

and from (3) we get,

liminfFx  (t) > Fx(t —€) — liminfP(| X,, — X| > ¢€).

n—oo n—oo

We have, X,, > X as n — cc.



This implies,

lim supP(|X,, — X| > €) = 0 and lim infP(] X,, — X| >¢€) = 0.
n—oo

n—oo

So we get,

limsupFy, (t) < Fx(t +¢€) and liminfFx  (t) > Fx(t —€).

n—oo n—oo

If ¢ is continuity point of F', then letting e — 0, we get,

limsupFx, (t) < Fx(t) < liminfFx ().
n—o0 n—roo
This implies,
lim Fy, (t) = Fx(t)

n— oo

when ¢ is a continuity point.



