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1 F is a closed set. Let δ > 0.

Fδ = {x ∈ R : d(x, F ) ≤ δ}.
Let x ∈ ∂Fδ, then ∃ a sequence {zn}n∈N in Fδ such that zn → x as n → ∞.

Let y ∈ F , and ϵ > 0, ∃ N ∈ N such that d(x, zn) < ϵ ∀n ≥ N .

Now for n ≥ N ,

d(x, y) ≤ d(x, zn) + d(zn, y) < ϵ+ δ

.

Since ϵ > 0 was arbitrary, we have d(x, y) ≤ δ.

Since y ∈ F was arbitrary, we have,

d(x, y) ≤ δ ∀y ∈ F

⇒d(x, F ) = inf{d(x, y) : y ∈ F} ≤ δ

⇒x ∈ Fδ

Now suppose d(x, F ) < δ, then ∃ y0 ∈ F such that d(x, y0) = a < δ.

Define
U = {z ∈ R : d(x, z) < p} where 0 < p < δ − a

then U is a open set around x.

Let z ∈ U , then

d(z, y) ≤ d(z, x) + d(x, y) < p+ a < δ.

This implies d(z, F ) ≤ δ.

Since z ∈ U was arbitrary, this implies U ⊂ Fδ, which contradicts the fact that x ∈ ∂Fδ.

Therefore for x ∈ ∂Fδ we must have d(x, F ) = δ.

So,
∂Fδ ⊂ {x ∈ R : d(x, F ) = δ}.

Now suppose there are uncountably many δ′s such that

P({x ∈ R : d(x, F ) = δ}) > 0.

Define
Eδ = {x ∈ R : d(x, F ) = δ}

and
A = {δ > 0 : P(Eδ) > 0}.

Eδ1 ∩ Eδ2 = ϕ since d(x, F ) cannot take both values δ1 and δ2 by definition.

Define

An = {δ ∈ A : P(Eδ) >
1

n
}.
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Let δ1, δ2, . . . , δk ∈ An then

P(Eδ1 ∪ Eδ2 ∪ . . . ∪ Eδk) =

k∑
i=1

P(Eδi) >
k

n
.

Since P(R) = 1 ⇒ An can have atmost n− 1 elements.

Then An ⊂ A and for any δ ∈ A, ∃ N such that P(Eδ) > 1
N which implies that δ ∈ AN for some

N ∈ N.
So,

A = ∪
n∈N

An

.

Each An has finitely many elements and the union of countably many finite sets is countable.
Hence A is countable.

3. Let {Xn}n≥1 is a sequence of random variables such that Xn
d→ X.

We write Fn = FXn
as the cdf of Xn. And, F = FX as the cdf of X.

We have Ω = [0, 1],B = B[0,1] and P = Lebesgue measure on [0,1].

Yn(ω) = inf{x ∈ R : ω ≤ Fn(x)}

and
Y (ω) = inf{x ∈ R : ω ≤ F (x)}.

We know that FY = F and FYn
= Fn.

Let ω ∈ Ω and let ω0 ∈ Ω be such that ω < ω0.

Let δ > 0 be such that b = Y (ω0) + δ is a continuity point of F .

So

Y (ω0) < b ⇒ F (b) ≥ ω0

⇒ ∃m2 ∈ N such that Fn(b) ≥ w0 − δ ∀n ≥ m2[ because Xn
d→ X]

⇒ ∃m2 ∈ N such that Yn(ω0 − δ) ≤ b ∀n ≥ m2

Then we have,

lim sup
n→∞

Yn(ω0 − δ) ≤ b = Y (ω0) + δ (1)

We further restrict δ to the interval (0, ω0 − ω).

For any ω1, ω2 ∈ Ω such that ω1 < ω2, if x satisfies Fn(x) ≥ ω2 then Fn(x) ≥ ω1.

Thus implies, Yn(ω1) ≤ Yn(ω2). So Yn is increasing function on Ω.

From (1) and using the fact that δ < ω0 − ω and Yn’s are increasing function on Ω we get,

lim sup
n→∞

Yn(ω) ≤ Y (ω0) + δ

.

Now we take a sequence of δn in the interval (0, ω0 − ω) such that

Y (ω0) + δn were continuity points of F and δ → 0 as n → ∞,
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then
lim sup
n→∞

Yn(ω) ≤ Y (ω0).

We have established that for any ω, ω0 ∈ Ω such that ω < ω0,

the above results holds.

If ω is a continuity point of Y , we then allow ω0 to decrease to ω,

we get
lim sup
n→∞

Yn(ω) ≤ Y (ω)

.

Forany ω1, ω2 ∈ Ω with ω1 < omega2 if x satisfies ω2 ≤ F (x) then ω1 ≤ F (x).

So,
{x ∈ R : ω1 ≤ F (x)} ⊂ {µ ∈ R : ω2 ≤ F (x)}.

Taking infimum on both side, we get,

Y (ω1) ≤ Y (ω2).

So, Y is increasing function.

This implies, Y has countably many discontinuities.

9. {Xn}n≥1, X are random variables on (Ω,F ,P) such that Xn
p→ X as n → ∞.

Let ϵ > 0, let for t ∈ R, FXn(t) = P(Xn ≤ t) and FX(t) = P(X ≤ t).

FXn
(t) = P(Xn ≤ t)

= P(Xn ≤ t, |Xn −X| > ϵ) + P(Xn ≤ t, |Xn −X| ≤ ϵ)

≤ P(|Xn −X| > ϵ) + P(Xn ≤ t, |Xn −X| ≤ ϵ)

≤ P(|Xn −X| > ϵ) + P(X ≤ t+ ϵ)

= P(|Xn −X| > ϵ) + FX(t+ ϵ) (2)

Similarly we can show,

FX(t− ϵ) ≤ P(|Xn −X| ≥ ϵ) + FXn
(t).

Then,

FXn(t) ≥ FX(t− ϵ)− P(|Xn −X| ≥ ϵ. (3)

From (2) we get,

lim sup
n→∞

FXn(t) ≤ lim sup
n→∞

P(|Xn −X| > ϵ) + FX(t+ ϵ)

and from (3) we get,

lim inf
n→∞

FXn
(t) ≥ FX(t− ϵ)− lim inf

n→∞
P(|Xn −X| ≥ ϵ).

We have, Xn
p→ X as n → ∞.
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This implies,

lim sup
n→∞

P(|Xn −X| > ϵ) = 0 and lim inf
n→∞

P(|Xn −X| ≥ ϵ) = 0.

So we get,

lim sup
n→∞

FXn
(t) ≤ FX(t+ ϵ) and lim inf

n→∞
FXn

(t) ≥ FX(t− ϵ).

If t is continuity point of F , then letting ϵ → 0, we get,

lim sup
n→∞

FXn
(t) ≤ FX(t) ≤ lim inf

n→∞
FXn

(t).

This implies,
lim

n→∞
FXn(t) = FX(t)

when t is a continuity point.
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