
Hypothesis Testing : -

Example : - Coin ; Probability of heads =p

Question : Estimate p ?

Generate : - X
,
,
Xz
, . . ,

Xiao coin tosses

i.TI.cn

Compute : - É Xi Tsay ,
67

c- =i

internal
Estimate : D= 6¥ =

0.67
/
""&"

Question : - Test if the coin is face or not

1€ Is b= 0-5 ?

Based on
the observed data how does one

make a judgement on this question ?

E Suppose coin was fair ; Xi - Bernoulli (E)

Then

PC Éixi ⇒ 67 ) ~ 0.04
c-=L

i.e. the observed event has very small

Probability ⇒ Coin perhaps is not tail



i. the experimental evidence does not support

p= 0.5.

Basic framework X- Population has a

pint or p.at f- C. / p)

where p C- P E Bd .

Conjecture : - ✗ - Is PE Po E
,
P ?

Example : D= [on] , Po = {0-5}

Referred to as hypothesis

Formal theory of Hypothesis Testing : -

- Sample X
,
, . . . ,

Xn itd ✗

- Develop a

"

test statistic
"

= function of × , . . ,X,

Distribution will ←

depend on parameter b

- To
"

vents
"

or test the conjecture if

I> c- Po - one asks if He observed

statistic could arise from ab C- Po.



- quantifies the degree of this possibility

through a probability = f- value .

- Requirement : - the distribution og the test-

statistic is fully known when be Po
.

- Necessity : - To find the
"

best
"

test - statistic
←

defined through sore optimality condition

- haul to establish .

Intuitive Approach : -

- unknown parameter of interest
- PEP

- null hypothesis ☐ interest about Its parameter , le PEPO

- test - statistic - whose distribution is known under null .

Excerpts : ✗ ~ Normal CM
,
F) F- known

MGB - unknown.p=Cµ , F) C- BxB+

• let X ,
,
Xu, . . . . ,Xn be iii.I. ✗

- Conjecture : - Is µ=C ? c- known value
.

C.Null Hypothesis)

Is b C- Po = he} ✗ {it



Test statistic as T : et µ=c

TTCX , . . XD = rn (%-) ~ Normal loss]

Formalise it : - Given X
, ,
. . ,X, from population .

let Yi
, Y, be ii. d ✗

(mimic samples )

calculate : -

PC I > F) = PCrnCF⇒ > rn☒÷) )
s

Normal coil ) ( f ✗- Normal Css
' )

= Plz → rn.) )

Procedure :- Fix a threshold say ✗

( significance level ✗C-↳ iD)

it DC 9 > F) < ✗ then we

would conclude µ=c is incorrect



it ⑦ IT > E) > ✗ then we would

conclude Kiat M=c cannot be rejected .

2- test : - NII : M=c .

-

Fix a' C- Coil ) = threshold

- computers )
- check Pez >rñ)) = {

< ✗

Reject null hypothesis cannot resat the

null hypothesis

Example : - - ✗ ~ Normal ( µ
,
9)

⑨ - Sample X
, Xe, . .

,
✗ is of Ed lardon

variables ✗ , I = 10.2

•
Null - hypothesis : µ = 9 -5 .

against

Alternative hypothesis : µ > 9.5



0 Fix ✗ = Or 05

Computer . - oh = 411oz -9-5 )
-

r -3

?⃝ ( 2- → 4- (-1%9-5) = 0.175

Ex

I
2- ~ Normal Coil )

•

As 0.173 >> 0.05=-4
,

we would

not reject Its null hypothesis .

•

we observed that I = 10.2 has a

0.17T :c .

17.5 % chance of occasion

when µ= 9-5
,
hence we

will not

reject the null hypothesis .

EI : - Replace ⑨ wilts ⑨
'

⑥ . - I = lo - L but

null hyp-156s : µ= 8-5

Alternative h>pokes's : µ> 8.5

- Decide with ✗ = 0.05 2


