
Recall : - Xi
,
Xz
, . . Yn be it.cl . random variables

Empeñcal distribution is the discrete distribution

with
p.m- f

fact)= £ # { i : Xi=t }
-

✓
Descriptive {- Tools of probability
statistics

- Make no
additional assumptions

Enpeñcal - Random Quantity = changes with
distributor each sample

' ' II

as n- gets larger - captures information about

the underlying distribution .

Given it we compute Probabilities of events that

by
we Aee interested in from Empeeical distributesunderlying

distribution
then then will approach the true

Probabilities of Its event

Focus of this week : -
How to make this idea

vigorous ?



Empirical Distribution

Let X1,X2, . . . ,Xn be i.i.d. random variables. The“empirical

distribution”based on these is the discrete distribution with

probability mass function given by

f (t) =
1

n
#{Xi = t}.

EI : - Y is a e. v.
wilt pint fact

1.e PCY=t ) = fact
)

F- [4) = E t lPCY=t )
= I

EET ( see below
+or definition)



Sample Mean

Let X1,X2, . . . ,Xn be i.i.d. random variables. The“sample mean”

of these is

X̄ =
X1 + X2 + · · ·+ Xn

n
.

let ✗ be a random variable

EG]=Ñ=
I

>

linearis

expectation• ⇐ ⇒ =

,!
How well

= In i= ,

does I

estimate - F- [I] = M
'

M ?



- Var [I ] = Val [×ÉIn] independence

Properties = § uaecxig [ : Cor [Xi,XiT=Jof variance ¥ in c-* j

n ,
var [ ✗ I=

÷,

= In on -②

SD reduction
i. SD [I] = I asnn sets layer

or

-

" "

"

Range of Ñ
"

= f-SDCEJ -1M , SDK) -1M]

= ( M - F
.

, MtFn )

smaller

as n gets larger

n - sets layer I - concentrate, aloud it .

① - F- [I] =M E unbiased estimate

② - SDCI]→ = consistent estimate .

as n→•

Question : -
let A be an event of interest

①( ✗ c- A) = ?



Let X
,
,
Xz
,

. . ,Xs be i.c. d- ✗

let Y be a random variable with p.at

the Erperical distributors
. = fact

• LPCXEA) § TPCYEAI = E fact)
'

C- c- A

←
approximations µ
PCYEA) = In #

di : Xi C- A}

fnc . ) gave
É

mass § to > Proportion of Xi C-A

each Xc
- Sample proportion

Question : - Is IPCYEAI a good estimator

for f.=P ( ✗ C-A) ?

Reasoning : -

1 if Xi c-A

Zi = { o it Xictt

- Eti } an independent and PC2i=i ) =p
.

iz,

⇒ W= Ézi ~ Binomial Chip)
5=1

Note PCYEA? = In .



Sample Proportion

Let X1,X2, . . . ,Xn be an i.i.d. sample of random variables with the

same distribution as a random variable X , and suppose that we are

interested in the value p = P(X 2 A) for an event A. Let

p̂ =
#{Xi 2 A}

n
.

Then, E (p̂) = P(X 2 A) and Var(p̂) ! 0 as n ! 1.

-

"

sample proportion
" ' "'" "

True proportion
"

¥ p=PCXtAProbability of/ § close
A from He Erpeeical distributed



unbiased

AI: D=#YEA) and ECI]
_E=p_ P

L
W - Binomial

Cn ,P)

VaeCp^] = vae[ In ] = §, Varcw
]

= HtnP = ¥-0

Uae [IT 0-3 0 as n→•
☐

\
consistent

n - large

Relative frequency Probability
close

in n trials

let X ,
,
Xz
, .

. Xn be it.cl ✗
. F-CxJ=M

and vaecx] = or

I = In (Xctxct . . + Xn)

Already observe f-[I ] =w
Val [I] = oh

a- .

Quantity / Event : - {II -ul >E} for some E >0

of interest



←
Maika 's Inequality

IP ( IF-us > e) a-

1g, EH
-ut
'

= VEE
'

-

- ÷
i. o s Pl II -ul > e) £ It

n-s.EE#
nee

Iiis

squeeze Theorem

V-E>0 (
: 1in PC II-ul > e) =o

n→n

I

1inHE>°
,
n→,

IP ( I 4 fu -Gute )) =o

'

I

+ ex 1in PCIE (µ- e Mee )) =L'

n→D



Weak Law of Large Numbers

Let X1,X2, . . . be a sequence of i.i.d. random variables. Assume

that X1 has finite mean µ and finite variance �2. Then for any

✏ > 0

lim
n!1

P(| X̄n � µ |> ✏) = 0, (1)

Proof is above

111

hm P ( In -4 (µ-9 Meet =o

n→o
1"

PC In C- (µ-quiet
= 1

1in
n→x.



Strong Law of Large Numbers

Let X1,X2, . . . be a sequence of i.i.d. random variables. Assume

that X1 has finite mean µ and E | X1 |< 1

A =

⇢
lim
n!1

X1 + X2 + . . .+ Xn

n
= µ

�
,

then

P(A) = 1.

•

"

stronger
" than the weak law , ie

522N
# ④IT

WLLN

• Proof is much harder to do
.



A- an event of interest

Question : ☒ ( ✗ c-A) =p = ?

Take X
, ,
Xi

,
. . .

,
X
,

Ltd ✗

Sample

Zi = {
1 Xi c-A

o ✗ i¢A

4- it vi. d. Bernoulli (f)
5=1

F- [2,] =D

Val[Zo]= PII-P)

WII :

2- = In §,

Zi = In #hi
:XiEA}- = I

FE>o
,

TP C) E- lol > e) → o as n→•

Ex
, If 1 To - b) > E) → o as n→oo

SIN
☒ ( him I = b) =L

n→o

→
yp ( sm

"

relative "
=

"
True ) =L

n→o frequency probability
"



Law of Large Numbers

> runningmean = function (x,N){

+ y = sample(x,N, replace=TRUE)

+ c = cumsum(y)

+ n = 1:N

+ c/n

+ }

> u = runningmean(c(0,1), 1000)



Law of Large Numbers

> x=1:1000; plot(u~x, type="l");

>
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Law of Large Numbers

> x=1:1000; plot(u~x, type="l");

> replicate(10, lines(runningmean(c(0,1), 1000)~x, type="l", col=rgb(runif(3),runif(3),runif(3))))
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Law of Large Numbers
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