Linear Statistical Models

Week-4: Graded Assignment

Subjective Assignment: (Manual-grading) Max. Marks: 25

Note: R is not required for this assignment.

1. Consider a Linear Model:

Yij=pt+pte 5 1<i<2,1<75<2
Decide if the parameters p and pu; are identifiable from the model. If not then specify
a condition for the same. [2 Marks|
Solution:

Identifiability means parameters can be uniquely estimated from the data, i.e., there
should be enough information to estimate it.

As per the given model, the parameters p and p; are not identifiable from the model.
Because, we have total 4 independent observations, i.e., y11, Y12, Y21, Y22 and number of
parameters are 3 with rank of X as 2.

To identify the parameters, we need to impose a constraint on the model as p1 4 s = 0.

2. Consider a model:
yi=B+ P+ Ps+Bi+e ;

Yyo=P01+Ps—Po—Pste ;
ys=P1+ Po— Ps — Pste3 ;
Yo =B+ Ps— B2 — B3+ e

where, §; € R ;1 =1,2,3,4 and ¢;’s (i = 1,2, 3,4) are uncorrelated random variables
with variance o2.

(a) If we want to rewrite the model as (Y, X, I4x4), then find Y, X, 5 and e. [2

Marks]
Solution:
To rewrite the model in matrix form, i.e., (Y, X3, I4x4), we can write the Y, X, 8

and e as follows:

n 11 1 1 8 €

I ) {1 -1 1 -1 | B e
Y=l X1 1 1 P g ode=
Yq I -1 -1 1 B €4



(b) Write down the Normal equation for the above model.

Solution:

[3 Marks]

As we know that, for a linear model (Y, X3, 02I) any least square estimate Bof B

satisfies the following equation

(X"X)B = X"Y

~

Equation (*)

~

is called Normal equation. Now,

1 1 1 1 1 1 1 1 4 0 00
1 -1 1 -1 1 -1 1 -1 0400
Ty _ _
XX=11 1 0 |1 -1 <17 oo 4 ofmd
1 -1 -1 1 1 -1 -1 1 000 4
1 1 1 1 Y1
1 -1 1 -1 Y2
Ty _
XV=11 01 21 21 |
1 -1 -1 1) \u
On substituting the values in equation (*), we get
400 0\ (f 111 1\ [w
04006 (1 -1 1 —1|(w
oo 4o |g] Tt 1 21 =1y
000 4/ \3 1 -1 -1 1) \u
41 Y1+ Y2+ Ys + v
Aha| _ |l —v2tys— v
453 Yi+Y2—Ys— a
43, Y1 — Y2 — Yz +Ya

(c¢) Using the normal equation obtained in part (c¢), find the least square estimates of

/81) /827 /83 and 64-

Solution:

[4 Marks]

Approach(I): As we know the normal equation from part(b) which is as follows:

4
46,
455
44

Y1+ Y2+ Y3+ Ya
Y1 — Y2+ Y3 — Ya
Y1+Y2 — Y3 — Ya
Y1 —Y2—Ys+ U

Y1 +Y2+yYs+ys
Y1 — Y2+ Y3 — Ya
Y1 +Y2 — Y3 — Ya
Y1 — Y2 —Ys+ s



B Y1 +Y2+Yys+ya
Bo Llyi—y+ys—

— N [
B3 4l vty —ys—va
B4 Y1 — Y2 — Y3+ Y4
1
11+ v+ s+ ya)
Bl 1
B Z(yl_y2+y3_y4)
> /BAZ e 1
63 1(91 + Y2 — Y3 — Ya)
4
1
Z@—w—%+w
. 1 .
Least square estimates of (1, 52, 83 and (B4 are 8, = Z(yl + Yo+ ys + ya), P2 =
1 A 1 A 1
Z(?ﬂ — Yo+ Yz — ), B3 = 1(y1 +ys —ys —ya) and By = Z(yl — Yo — Y3 + Ya)

respectively.

Approach(II): As we know for a linear model (Y, X3, 0%I) normal equation is

(X"X)p = X"y
So,
B=(XTX)'XTY .. (xx)

~

4000 025 0 0
0400 0 025 0
v Tyy-1 _
From part(b), we have X' X = 00 4 0l So, (X7 X)™" = 0 0 025
000 4 00 0

B 025 0 0 0 1 1 1 1 n
Bl [ 0 025 0 0 1 -1 1 —1||w
81 1 0 0 025 0 1 1 -1 =1 |ws
8 0 0 0 02/ \1 -1 -1 1 m
b 025 0 0 0 Y1+ Yo+ Y3+ ya
. 5? _ 0 025 0 0 Y1 — Y2+ Y3 — Ya
B 0 0 025 0 Y1+ Y2 — Yz — Ya
3, 0 0 0 025/ \y1—vo—ys+wa



4 0.25(y1 +y2 + Y3 + va)
. By | 0-25(y1 — w2+ ys — ya)
Bs 0.25(y1 + Y2 — Y3 — ya)
& 0.25(y1 — Y2 — Y3 + ya)
1
1wy ys+u)
Bl 1
A Z(yl—y2+y3—y4)
BS Z(yl + Y2 — Y3 — Ya)
4
1
Z(Ql — Y2 — Y3+ Ya)
A 1 A
Least square estimates of (1, 52, 83 and (34 are B; = Z<y1 + Yo + Y3 + ya), P2 =
1 A 1 A 1
Z(yl — Yo+ Y3 —ya), B3 = Z(yl + Y2 —ys —ya) and By = Z(y1 — Yo — Y3 + Ya)
respectively.

We can observe that least square estimates by both approaches are same.

3. Consider a model:
y1 =128, + 682 + €1 ;

yo = 1081 — 285 + €.

where, €;’s (i = 1,2) are uncorrelated random variables with variance 1.
(a) Compute the expression for ||Y — X 3||s. [2 Marks]

Solution:
From the above model, we can write Y, X and  as follows:

= (2) 5= (3 4) o (3)
Now,
() (12 6\ (B
=) - (0 %) ()

_ (?h) B (1251 +652)
Yo 108, — 23,

_ (y1 — 126 — 652)

~

y2 — 1061 + 206,
As we know that if z € R”, then ||z|ls = V2Tz = />, z2. Thus,

1Y = X3l = [ - XB)7(Y - X8)

4



— 1081 + 20,
1Y — X8l = V(= 1281 = 652)2 + (y2 — 1081 + 25,)?

\/(y1 — 1281 — 682, y2 — 1051 + 23;) ( — 126 - 6ﬁ2)

(b) Let Y = (;12), then for which of the following value of g will the value of

~
~

|Y' — XB]l; is minimum? 2 Marks]
5= ()
é:(l)

.- ()

- 2= (372

Solution: We have ||V — Xo=+/(y1 — 1261 — 662)% + (y — 10581 + 2/,)? from

the above part.

Given, Y = 1112 = 51 . Now, we will substitute the each values of beta and Y
~ 2 ~ ~

in the expression of ||Y — X 3||2 and observe the values of § for which ||Y — X |2

will be minimum.

Q Substitute the value ofé = <(1)> = (g;) and 5: = (?2) = (:z;) in the
expression of ||[Y — X 3], we get

IV = XBllo = V/(y1 = 1281 = 68:)* + (2 — 1081 + 26,)°

= /(48 — 6)2 + (12 + 2)2
(42)2 + (14)2
= /1764 + 196
1960
— 44.27

(II): Substitute the value ofé = <(1)) = (g;) and Y = (112) = (Z;) in the
expression of ||Y — X 3|, we get

1Y = XBlla = /(1 — 1281 — 652)2 + (y2 — 1081 + 28,)?



= /(48 — 12)2 + (12 — 10)?
= /(36)2 + (2)?
= /1296 + 4
= /1300
— 36.06

(III): Substitute the value ofé = (D = (g;) and Y = (AS) = (g;) in the

expression of ||Y — X 3|, we get

1Y = XBllo = v/(y1r — 1261 = 685)2 + (y — 1081 + 23)?

= /(48 =12 —6)2 + (12 — 10 + 2)2
= /(30)2 + (4)2
= /900 + 16
=916
= 30.27

(IV): Substitute the value of é = (%;) = <g;> and Y = (;12) = <§Z;> in the
expression of ||Y — X 3], we get

IV = XBll> = V/(y1 = 1281 = 68:)* + (2 — 1081 + 265)°

= /(48 —6—3)2+ (12— 5+ 1)2
= /(39)% + (8)2

= V1521 + 64
= /1585
= 39.81
It can be clearly observe that for the value of § = (D = <g;) and BN/ = (leg) =
<‘z;> the value of ||}: — X§“2 is minimum. Hence, é = <} is the least square

estimate for the given model.
Thus, option(c) is correct.

4. Consider the following data.



o]y ]
112
213
311
414
516
6|5
T
(a) Make a scatter plot of (x,y) in the graph below: [2 Marks]
i > a4 s s

Solution: Scatter plot for the given data is:

12 14 16
1 1
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(b) Suppose we assume the linear model (Y, X3, I7x7) for the data obtained from the
scatter plot. Find the least square estimate for 3. [4 Marks]

~

Solution:
From the data obtained from scatter plot of above part, we have

U1 2 1 = 1 1

Yo 3 1 T2 1 2

Ys 1 1 3 1 3
Y=|w|=[4].X=|1 z4|=]1 4 andﬁz(ﬁ())
- s 6 ~ 1 x5 15 ~ b

n 5 1 g 1 6

Y7 7 1 it 1 7

As we know for a linear model (Y, X3,02I) least square estimates satisfies the

normal equation which is

(X"X)3 = X"Y

~

So,
B=(XTX)'XTY . (x%%)
11
12
13
1111111 728
T _ —
NOW’XX—(1 2 3456 7> 1 ‘51 _<28 140)'
16
17
1 (140 —28
Ty\-1_ _*
So, (X' X) _196(—28 7)
2
3
111111 1y]! 28
T _ —
XY (1234567) . _(136>
5
7

Now, substituting the values of (X7 X)™! and XTY in the equation (***), we get
B\ _ 1 (140 —28) (28
B,) 196 \—28 7 136
By 1 /112
—> N = —
(61 196 \ 168

8



112

B\ | 196
- (51)_ 168

196
Gy
- (5)

0.571
0.857
Which is the least square estimate for [.

5. Consider a 2 x 2 matrix A = (% é) Find Column space (A), Row space (A), Null
space (A) and Column space (AT). [4 Marks]
Solution:

We are given a 2 X 2 matrix A = (? ;)

I: Row space (A) can be computed as follows:

Given matrix is:
2 1
1 2

Ry < R,
1 2
2 1
R2—>R2—2R1
1 2
0 -3
-1
RQ—)?RQ

6 7)

As both rows are independent, therefore

)~ { (2. ()}

II: Column space (A) is defined as:

C(A) = {b2><1 | dx € RQ cAr = b}

C(4) = {(? i) (i) B (Z)}

Now,



Now, b € C(A) < the system <? ;) <i1> = (Zl) has a solution. Let’s perform
2 2
elementary row operations on matrix A:
2 1 1\ bl
1 2 ) N b2
R1 — RQ
1 2 T1\ bg
2 1 i) N bl
Ry — Ry — 2R,
1 2 1) b2
0 -3 ) o bl — 2b2
Ro— 'R
2 3 12
12\ () _(_, b
O 1 i) o ?(bl — 2b2)
T1+ 2w\ by
T o bl — 2b2
Now, we get z9 = %(bl — 2by), &1 = by — 2x9. Thus, this system of equation has a
solution.

Also, the pivot columns are non-zero and thus columns are linearly independent. There-

fore,
=m0}

III: Since, AT = A. Therefore, Column space(A”) = Column space (A).
IV: Null space (A) is defined as:

N(A) = {zr e R*: Az =0}

Let’s perform elementary row operations on matrix A:
21 1\ 0
1 2 ) - 0
1 2 1\ 0
2 1 i) o 0
1 2 T1\ 0
0 =3/ \zy) \O

10

RlHRQ

R2 — RQ —2R1



.’171—{—2.T2 o 0
= ()= 0)

Now, we get x1 + 2x5 = 0 and —3x5 = 0. On solving, we get x1 = 0,25 = 0. Hence,
Null space (A) consists of the zero vector alone.
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