
Linear Statistical Models

Week-5: Graded Assignment

1. Consider a linear model as :

yij = µ+ µi + ϵij ; 1 ≤ i ≤ k , 1 ≤ j ≤ ni

Where, µ, µi ∈ R ; 1 ≤ i ≤ k and ϵij ∼Normal(0, σ2) and independent for
1 ≤ i ≤ k , 1 ≤ j ≤ ni. If population is divided in i group with size of ni in each group
such that n = n1 + n2 + . . .+ nk is total sample size, then

(a) Define sum of squares within group (SSW) and sum of squares between group
(SSB) and prove that SSW is independent of SSB.

(b) If the given model is represented as Y
∼
= Xβ

∼
+ ϵ

∼
, then prove that rank(X) = k.

2. Suppose Y
∼
= Xβ

∼
+ ϵ

∼
be a linear model, where

Y
∼
= (y1, y2, y3, . . . , yn)

T ,

β
∼
= (β1, β2, β3, . . . , βm)

T ,

X = ((xij)) ; 1 ≤ i ≤ n, 1 ≤ j ≤ m

and
ϵ
∼
= (ϵ1, ϵ2, ϵ3, . . . , ϵn)

T

where, ϵ
∼

has mean 0
∼

and variance covariance matrix σ2In×n.

Suppose for a l
∼
∈ Rn, l

∼
T y
∼

is an unbiased estimate of p
∼

Tβ
∼

show that:

XT l
∼
= p

∼

. [5 Marks]

3. Consider the following models
(i) One way classification model as

yij = µ+ µi + ϵij ; 1 ≤ i ≤ k , 1 ≤ j ≤ ni

(ii) Nested classification model as

yijk = µ+ µi + δij + ϵijk ; 1 ≤ k ≤ nij, 1 ≤ j ≤ mi, 1 ≤ i ≤ k

1



(iii) Two way classification model as

yijk = µ+ αi + βj + γij + ϵijk ; 1 ≤ k ≤ nij, 1 ≤ j ≤ J, 1 ≤ i ≤ I

Express the models (i), (ii) and (iii) as (Y
∼
, Xβ

∼
, σ2In×n).

4. (a) Consider a simple linear model (Y
∼
, Xβ

∼
, σ2I) given by

yi = β0 + β1xi + ϵi; 1 ≤ i ≤ n.

For the given model, find XTX and XTY
∼

.

(b) If the values of least square estimates β̂0 = ȳ− β̂1x̄ and β̂1 =

∑n
i=1(xi − x̄)(yi − ȳ)∑n

i=1(xi − x̄)2
,

then find V ar(β̂0)

5. Show that p
∼

Tβ
∼

is estimable, (where, p
∼

Tβ
∼
= p1β1+ p2β2+ . . .+ pmβm ∀ p ∈ Rm) under

the linear model (Y
∼
, Xβ

∼
, σ2I) if and only if p is orthogonal to the Null space of X.

6. Consider the linear model (Y
∼
, Xβ

∼
, σ2I) in which

X =



1 1 k
1 2 2k
... ... ...
1 k k2

1 1 l
1 2 2l
... ... ...
1 l l2


, β

∼
=

 β1

β2

β3

 ,

where k, l are integers bigger than or equal to 2.

(a) Determine which of the following linear functions of β
∼

are always estimable, with
no further assumptions on k, l.

i. β1

ii. β1 + β2k + β3s

iii. β2 + β3
(l+k)
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(b) Determine necessary and sufficient conditions on k and l for all linear functions
of the elements of β

∼
to be estimable.
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