
Recall: (I, X8, wFnxr) - linear nodd

·ji =10 +B,xi+.
+Phum

+5:11i <1

Ei =uncorrelated orwith can and
variance deluxe

Leastsquare Estimate:

-

A (randon) vector &E M" is called

a leastsquareestimateof it

() (12 - 581
z

=min 111-18lIn
PE/R*

solved for &
leastsquare estimate is of

satisfies
(xix)=x, ... I

normal equations (



Example:
Given the data xy

2

linear model
3/2

3 =80 +8,2 +Room 41

x=(!zy) 2 =(y) = =(8)

Find the leastsquare estimate &

slve: x*y p = xy

1

x
+

x = 2ii)(;j) =(ii)
x1 =(2ii)(i) =(q)

I i=")(p) =7) i)
Ex:Clinear algebra

Bo =431. = -

Understanding the estimates
-..2B,

simple linear regression:



31=10
+p,Xi +5i

1i =Ei =incorrelated

mean o &

variqu 5h

leastsquare estimate:Yo, B,

they solve xi xB =xy -

x =((*)2 =(=(

xix =((..."()( )
=(Yamzi

( I (EX.)xc =iz.ae
solutionto @

B. =5 - j,
explicit

B, =E(xi -
)(yi -1)3 Solution.

.5(x
i=1.zni 5=t =

5u):

RSS =Residual sue ofsquares

(y. - 530 - 43,x.) +(yz - B. -B,u.)-.... +(y.- B. -P.)-

①How to assess
the accuracy of this?



Recall:(Day1) In R - we drew 100 lives

and then tried tofind the "bestline"

Lecture 2:

AS: Y- some charactenitic ofthe population

u - mean of Y., Varianad 7 = 5

Given-3,4,..., 3. (3) n-sample points

Estimate as from data:

i = = I5Di =estimateof M

⑦:Is in a good estimator of a?

E:
itis an unbiased estimate ofa (F(F) =a)

<
S

can thus be carried over toBo, 5,?
EX:True

· Var(y) =VarCt yi)

= 52
T

In large => reduction in variana di

<
S

can thus be carried over toBo, 5,?

B. =5 - j,
o
=orange

our

B, =E(xi -
)(yi -1)

deterministic

.5(x o

Eyi =B0+B,4c

Va- (y,) =57



-
2

Ex... Variana (80) =5/ 1 +tei.mc-]

->
·
Varina (p,)

=-
0

i
-
n)

i=1

Observation:- more his all spread out

=smallersthe valance (B)

Interval estimate for Bo, B, :

.

13..2airis, B. +2 Narsi)

iS a asi. Confidence interval for B,

180-2Fair. Both Nari)

is a asi. Confidence interval for &

Rell:a similar procedure yields aconfidence

interval for M.

Hypothesistesting: Ho:M =0 HA =u0

>Device teststatistic to see ifwe

have evidence torejectthe null hypothesis

<
S

can thus be carried over toBo, 5,?



Ho:B1 =0 HA =B, F0

L 1

3i =80 - 9:"(Xu notassociated milk?

· Standard (v) <<< small
DNn

- even small value of 3, mda Bi

·standard (1.) >>> large
fNw

- oils large values of B mudea 810.

In practice one dos a t-test

x =

-

Under to:B1 =0 (there isno relationship between

x anda

⑭has try-distribution

Lecture 3:To testB1 =0

P) (tm) > (t)
.. p value

↓
a small p-value indicates thatitisunlikely

toobserve a substantial between3 and u

Assess the nodd:-



The quality ofa linear regression is assessed

by two quantities

- residual standard error (RSE)

- R"statistic.

#SE: - provides an absolute measure a "lack & fit"

RSS =Residual sue ofsquares

(y. - 530 - 43,x.) +(yz - B. -B,u.)-.... +(y.- B. -P.)-

RSE =
=

1
n
RSS

(estimate dw")

=π.(3i -8. -3,ni)" - measured in

n- h acts of?

=RSESmallSin:from" ⑧="model fits the data

<"3i > Y.-B,u." =RSElarge

⑤="model fits the data

R"statistic:
T5S = 5(yi -5)

R
Y

=1 RSs
= 1.RSS



· TSS =measures the variance d ]

RSS = measures the variabilitythatis

notexplained postfit from the node

-

4SS_RSS =reasons the amount a variability

in the data thatis explained
by performing leastsquares.

&= repares the proportion of variablityin

3that can be explained by using u

R21 (close to1) large proportion of variability
isexplained by the model

REO (Contoo) linda model isperhaps womans.


