
Confidence Intervals - (Interval Estimation )

Understand central limit Theorem

Xi
,
Xz
,
. . . ,

X
,
are E-Edi random variables

with mean µ and variance 02
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Proof : OMIT - for this class .

Encourage to work out a Ploof
Ex : -

for the case : -

Xi =D Bernoulli(b) j o <pal

& independent

⇒ Sn = § Xc =D Binomial Cn , b)
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=
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and compute its
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☐



Confidence
.

Intervals :

Estimate :-O from a
distribution ✗

Sample Xi
, Xi, . . . , X,

i-c.cl ✗

from the population

construct : - gCX.si/y--,Xs) as

an estimate of 0.

Unbiased : E[ gcx ,,Xe, - . - ,Xn )]
=D

Consistent : - varcgcx.si/z,Xs,.--,Xn )] 30

as n→oo .

Example : D= F- [×] In §zXc:=g(Xiii ,
- r - ,Xn)

It var Ex] <• then gcs was

unbiased and consistent .

Question : can we understand

u better ?
GCX ,, Xc , . .

. ,X, ) - O
"

Resolve this for SIX ,,Xz
,
. . . ,X, ) :=Ñ

Using the central limit Theorem .



Question : can we understand

"

gcx , , Xe , . .
.

>
Ks ) - O

"

better ?

Resolve this for SIX ,,Xz
,
. . . ,X, ) :=Ñ

Using He Central limit Theorem .

Normal Random Variable
. 2- =D Nloil )

① - P (12151-96) I
0.95

approximation

central limit Theorem : -

Xi
, Xy . . . ,Xn iii. d- Sample from ✗

with F- [×]=µ and var TH =r
"

② - PC rn n -ul sa ) I IPCZ
←x)

F- for large n .

From ① and ②

PC rnCI÷ £1.96) I 0.95
③

for large Mr



③ ⇐

?⃝C-§,
1.96 ⇐ In -ME t.at

.÷,) I 0.9-5

for large n

te
.

IPC -

F,
1.96 +In a- ME §,

1.96 +In) I 0.95

for large n

1€

P (µ C- ( -5,196 +In , §,
1. 96 +In) ) =_ °'s

for large n
④

Interval
,
= C -F,

1.96 +In
, Filat +In)

True mean I m

' €
PC True mean C- Interval ,

=_ °'s

for large n

Instead of In = point estimator
for µ

we can pride a 95!-Confidence Intend .



Implications of ④ ; -

④ How large should n be for

I to take effect ?

[ Check Earlier
Worksheet for ]

Berry E seen bounds

⑤
P(µ C- ( -5,196 -1in , Filat

-1in) )=_ °'s

for large n
④

Does ④ ⇒

- Sample ✗
i. Xz, - - . > Xn

from ✗

- Compute ( -5,196 -1in , Filat
-1in) ) -=In

Then there is a 95T
.
chance

that µ c- In ?

NO ! -

Be careful in interpretation

of ④



Example : In = C -3
,
1) from

one sarple .

In = C - E,
,

- 4) from

another sample .

clearly ④ interpretation above

is not correct.

Correct interpretation of ④

- Experiment :

- Sample ✗
i. Xz, - - i , Xn

from X

- Compute ( -5,196 -1in , Filat
-1in) ) In

- Repeat Experiment too times

let I II} . . . , I be 150

intervals computed in each trial

④ ⇒ the true mean µ
will

belong to approximately 95 of

the intervals .



Because i-
n - large fixed

set A -_{µ c- ( -5,196 -1in , 5,196
-1in)}

④ ⇒ p( A) = 0 -95

i. If we perform
"

m
"
trials of IIe

experiment and construct It
'

, .
-

,
I
'"

then A will occur approximately

95% of the
time


