
Recall : -

Sample Xi
,
Xz

, .
. .

,
Xn from the population

i. id ✗

Empirical Distribution : Discrete distribution with

Idi /xi-tk-isn3-p.rs- f. : - fnctl =
n

weak law of Large numbers : - If F- [×]=µ
,
Vali)=r

'

I = ✗ it . . - . +✗n

n

ftschebyscbeu) Fe >o TP (II -eel > e) → o as n→• .

Sample Proportion : - Interest p=R( ✗ C- A)

In = hi : Xi C-A ,
Kien]- l

n

let

2-i = { 1 it Xi c-A

0 otherwise

{Zi}i=
,

are it-d. Bernoulli (b) ; F- [2,3=6

= i§zi
n

• F- [In] =P . Weak law of large numbers

var Cbi]= bltp) PC / In - H >e) so as n→oo

no strong law of large numbersconsistent estimator
unbiased p( limb, = b) = 1

n→o

L
~

IP ( 1in Relative frequency it = True Probabilities = 1
n→r Event A 8A



Sample Mean and Sample Variance

• X1,X2, . . . ,Xn be an i.i.d. random sample from a population.

Recall the sample mean

X =
1

n

nX

i=1

Xi

and sample variance

S2
=

1

n � 1

nX

i=1

(Xi � X )
2.

• What are the limiting behaviour and distributional properties ?
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Recall-Joint Distribution

Let n � 1 and X1,X2, . . . ,Xn be random variables defined on the same probability space.

• The joint distribution function F : Rn ! [0, 1] is given by

F (x1, x2, . . . , xn) = P(X1  x1,X2  x2, . . . ,Xn  xn),

for x1, x2, . . . , xn 2 R.

> discrete or Continuous random variables .

Example : - Xi c- Coil ) Isi c- 3

IPC Xitxi -1×5 G- E) = ?

Dependent random variables / independent random
variables .



Recall-Joint Distribution- Discrete and Independence

Let n � 1 and X1,X2, . . . ,Xn be random variables defined on the same probability space.

• If all the random variables were discrete, from the joint distribution function one can

determine

P(X1 = t1,X2 = t2, . . . ,Xn = tn),

for all ti 2 Range(Xi), 1  i  n.

• A finite collection (X1,X2,X3, . . . ,Xn) are mutually independent discrete random

variables then their joint probability mass function is given by

P(X1 = t1,X2 = t2, . . . ,Xn = tn) =
nY

i=1

P(Xi = ti)

for all ti 2 Range(Xi), 1  i  n.

Joint p.m - f
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distribution
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Product of
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Recall-Joint Distribution -Continuous and Independence

Let n � 1 and X1,X2, . . . ,Xn be random variables defined on the same probability space.

• If all the random variables were continuous, from the joint distribution function one

can determine for every event A ⇢ Rn

P((X1,X2,X3, . . . ,Xn) 2 A) =

Z

A
f (x1, x2, . . . , xn)dx1dx2 . . . dxn,

where f : Rn ! R is the joint density.

• A finite collection (X1,X2,X3, . . . ,Xn) are mutually independent continuous random

variables with marginal densities fXi then their joint density is given by

f (x1, x2, . . . , xn) =
nY

i=1

fXi(xi),

for xi 2 R and 1  i  n.

Joint D. d. f-

> Viceversa

f-← F

Independence

Joint p.cl -f

.

"
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marginal
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Order Statistics

Let n � 1 and let X1,X2, . . . ,Xn be a i.i.d random sample from a population. Let F be the

common distribution function. Let the X 0
s be arranged in increasing order of magnitude

denoted by

X(1)  X(2)  · · ·  X(n).

These ordered values are called the order statistics of the sample X1,X2, . . . ,Xn.

• F(1)(x) = P(X(1)  x) =

• F(n)(x) = P(X(n)  x) =

✗ , , . .
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and Fcx ) = LPCXEX)
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Order Statistics

Let n � 1 and let X1,X2, . . . ,Xn be a i.i.d random sample from a population. Let F be the

common distribution function. Let the X 0
s be arranged in increasing order of magnitude

denoted by

X(1)  X(2)  · · ·  X(n).

These ordered values are called the order statistics of the sample X1,X2, . . . ,Xn.

• F(1)(x) = P(X(1)  x) =
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Order Statistics

Let n � 1 and let X1,X2, . . . ,Xn be a i.i.d random sample from a population. Let F be the

common distribution function. Let the X 0
s be arranged in increasing order of magnitude

denoted by

X(1)  X(2)  · · ·  X(n).

These ordered values are called the order statistics of the sample X1,X2, . . . ,Xn.

• for 1 < r < n, F(r)(x) = P(X(r)  x) =
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= § PC exactly j elements of Eu)
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are
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Exercises to try

✗ ~ Uniform 10 ")
- compute explicitly distribution function

of Xcrs
,

I Ersn

✗ ~ EXPCX) v15 record . of

the sample

R = Xcn , - ✗a) = compute
distribution function of R.



Sample Mean

Let n � 1 and (X1,X2,X3, . . . ,Xn) be a collection of independent Normal random variables

with mean 0 and variance 1. Then the joint density is given by

f (x1, x2, . . . xn) =

for xi 2 R and 1  i  n. Let X̄ =
1
n

Pn
i=1 Xi . Find the distribution of X̄ .

?
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Let X1 be a Normal random variable with mean 0 and variance 1. Let Z = X 2
1 . Find the

distribution of Z .

- arises naturally as a function of it.cl

normal random variables

arise naturally
- function are

"

son of squares
"

-= in statistics .

steps : - Find the distribution function of 2- .

PC 2--3) = PC XP a-3) = {
° 3<-0

. .

? 370

3>0 , ( 2<-37 = PCXF S3)
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stepz : - Differentiate if possible to get p.d.tn.
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�2
-with n degrees of freedom)

Let (X1,X2) be a collection of independent Normal random variables with mean 0 and

variance 1. Let Z = X 2
1 + X 2

2 . Find the distribution of Z .

BAE -3$

name / nomenclature will become clear later

in the course

Exercise

{ one can do
the same

procedure as before

Previous step

sum of XP + ✗i✗T=d Gamma ' E. E)
xihtxi =D hammack -1£ , E)

✗i =D Gamma CLE)
=D Expct )

Xi and Xi aero independent
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Let n � 1 and (X1,X2,X3, . . . ,Xn) be a collection of independent Normal random variables

with mean 0 and variance 1. Then the joint density is given by

f (x1, x2, . . . xn) =

for xi 2 R and 1  i  n. Let Z =
Pn

i=1 X
2
i . Find the distribution of Z .

- n degrees of freedom

Inductively argue

✗it Gamma CE . E) } = ✗it . . + ✗i =D Gamma
' Ii E)

Hi ] an independent



(Chi-Square with n degrees of freedom)

A random variable X whose distribution is Gamma (
n
2,

1
2) is said to have Chi-square

distribution with n-degrees of freedom (i.e number of parameters). Gamma (
n
2,

1
2) is

denoted by �2
n and as discussed earlier it has density given by

f (x) =
2
�n

2

�(
n
2)
x

n
2�1e�

x
2

=

8
>>><

>>>:

2�
n
2

(n2�1)!x
n
2�1e�

x
2 when n is even.

2n�
n
2�1(n�1

2 )!
(n�1)!

p
⇡ x

n
2�1e�

x
2 when n is odd.

when x > 0.

2C? = arises naturally as a son of squares of n

Independent normalGill random variables .



F- distribution :
"

arises naturally
"

in statistics as a

ratio of son of squares .

later in }<
the course .
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F-Distribution

Suppose X1,X2, . . . ,Xn1 be an i.i.d. random sample from a Normal mean 0 and variance �2
1

population and Y1,Y2, . . . ,Yn2 be an i.i.d. random sample from a Normal mean 0 and

variance �2
2 population. Let U =

Pn1
i=1

⇣
Xi
�1

⌘2
and V =

Pn2
i=1

⇣
Yi
�2

⌘2
.Let Z =

U
n1
/V
n2
.

The density of Z , for z > 0 is given by

f (z) =

✓
n2
n1

◆n1
2 z

n1
2 �1

(1 +
n1
n2
z)

n1+n2
2

�(
n1+n2

2 )

�(
n1
2 )�(

n2
2 )
.

Z is said to have F(n1, n2) distribution.

Z is close to a widely used distribution in statistics called F - distribution.
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tn-distribution

Let X1 be a Normal random variable with mean 0 and variance 1. Let X2 be an independent

�2
n random variable. Let

Z =
X1q
X2
n

.

The density of Z is given by

fZ(z) = | z | fU(z2)

= | z |
�(

n+1
2 )

p
n⇡�(n2)

z2
�1

2

�
1 +

u
n

�n+1
2

=
�(

n+1
2 )

p
n⇡�(n2)

✓
1 +

z2

n

◆�n+1
2

Z is said to have t-distribution with n-degrees of freedom. We will denote this by the

notation Z ⇠ tn.

Example from ✗ $
,
Xu , . . Xn i-l.cl Normal

statistics :
wills mean ie

: ¥%.
And unknown 5



Result

Let n � 1, X1,X2, . . .Xn, be an i.i.d random sample with distribution X ⇠ Normal(µ, �2
).

Let X and S2
be as above. Then p

n(X � µ)

S

has the tn�1


