




Hypothesis Testing : -

Estimation

• We have been discussing
"

models " - linear model

• Ingredients : -

population of interest

sample data from the population

Assume : it comes from a certain
-

model

- Estimate the parameters

Focus now shifts : -

• interested whether two sub-populations are

different or the same ?

• are the measured attributes independent of

each other ?

Examples : -

• Aoc temperatures today higher than they

were too years ago ?

• Does smoking reduce life expectancy ?

= Is treatment A genuinely different

from treatment B ?

- Test of a hypothesis -



Twosteps :

⑨ Make a conjecture

③ Perform some computation to test the

conjecture .

Probability Theory
statistics

calculations . to test

conjecture

Example : - o Given a coin and we are interested

in the probability - p - of showing heads
,

when tossed .

• Toss the coin 100 times
,
X, , Xz , . . . ,

✗soo

Xi ~ Bernoulli (b)

Find : É Xi = 67
[=L

- till now we use this to
estimate p

DifferentQuestion : Is p= 0-5 a valid hypothesis

given the finding ?

observation : - If the coin had an equal chance

of Heads and tails Ibis chance of 67 heads

in Loo tosses

100cg, (1)
"°

= 0.04



2- - test : - Suppose X
, ,
Xi
, .

. are i-tdnornallm.ir' )

where 0 is known but µ is unknown .

let Xi
, Xy . .

> Xn Ltd sample from the population

- Compute & Find : F- = Xitxet - - - + ✗n

n

c- Known - conjectured value .

Hypothesis Test : - Is µ=c or
µ> c ?

- in

null alternate

hypothesis hypothesis

Question : Given I j It null hypothesis

was true how likely is it that

we

'

would have a sample mean as large
as the observed value I ?

Answer : - X
, ,X , , . . ,

Xn are known
.

let 4¥ ,
. .

, Yin. be i. id - Normal CC
,
rl )

compute : PC I > I )
Deterministic

Random variable quantity .

Ctest statistic )

① ( FFI ) = describes how likes it -

that the test statistic I would be atleast



as for away from C as what was observed
.

Define : - 2- = rncI - Normal coil )

DC 4- → F)

= ④ Crn cJ⇒ En

.ci/-#)=1Pcz-zrncI-4-)Grpute:-pcz-zrncI-4-
)

"
we Reject null hypothesis if the probability is

small
"

a-

variable at hands of the user .

• Fix level ✗ C- Coil )

- It p iz → rnc☒ ) < ✗

then we can conclude that the

sample average I is so far from c

that hypothesis µ=c
is not true !



Example 't: - Suppose ✗ ~ Normal (1%9)

A sample
.

Xi
, .

. . X
, ,

is drawn from ✗

and we observe I = 10.2

Null hypothesis : - µ= 9.5

Alternative hypothesis : - µ > 9-5

level of significance : - ✗ = 0.05

Answer : = 10.2
,

c = 9-5
,
5=3
,
n=H

Compute ; - Plz > KCIE ) )

= IPC 2- zito (10.2-9--5) )
3

= PC 2- 3 4C§ )/2- ~ Nkosi)
= 0 -175

Tables or R

observe : - ✗ = 0.05

we have

IPCZ > rnc ) = ✗

Conclusion : At level ✗ we cannot reject
-

the null hypothesis ☐



Example 2 : -

Suppose ✗ ~ Normal (µ,
,
9)

A sample
.

Xi
, .

. . X
, ,

is drawn from ✗

and we observe I = 10.2

Null hypothesis : - µ= -8.5

Alternative hypothesis : - µ >
8-5

level of significance : - ✗ = 0.05

Answer : - ☒ = 10.2
,

c = 8- 5-
,
n=H, 5--3,2=0-0-5

Compute : - PC 2- → VNCI- c) )
•

= ⑦ ( 2- 7 4Clo2z-8)
= LP ( Zz 41¥ )

As 2-- Kloss )

from tables
I 0 - 012

observe : - ✗ = 0.05

we have

( Zz KC ) I 0 -on < ✗

Conclusion : At level in , as. .
( 27 KC )

⇒ 15am 4
,
we reject Ite null hypothesis .




