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#### Abstract

We show that the (standard restricted) wreath product of groups is boundedly generated if and only if the bottom group is boundedly generated and the top group is finite. We also establish a criterion for triviality of the singular part of second bounded cohomology of wreath products.


## 1. Introduction

Wreath products of groups (for definitions and notation see $\S 2$ ) naturally arise in the study of Sylow subgroups of appropriate symmetric groups. They also often provide examples of certain groups with rather unexpected properties. The goal of this paper is to investigate bounded generation and bounded cohomology of (standard restricted) wreath products of groups.

An abstract group $G$ is said to have bounded generation if there exist (not necessarily distinct) elements $g_{1}, \ldots, g_{k} \in G$ such that $G=\left\langle g_{1}\right\rangle \cdots\left\langle g_{k}\right\rangle$, where $\left\langle g_{i}\right\rangle$ is the cyclic subgroup generated by $g_{i}$. Even though defined as a simple combinatorial notion, bounded generation turns out to imply a number of remarkable structural properties:

- the pro- $p$ completion of a boundedly generated group is a $p$-adic analytic group for every prime $p$ [4, 13];
- if a boundedly generated group $G$ has property (FAb), then it has only finitely many inequivalent completely reducible representations in every dimension over any field (see [14, 20, 21] for representations in characteristic zero, and [1] for arbitrary characteristic);
- if $G$ is a boundedly generated $S$-arithmetic subgroup of an absolutely simple simply connected algebraic group over a number field, then $G$ has the congruence subgroup property $[15,19]$;
- bounded generation can be used to find explicit Kazhdan constants [11, 22 ].
We establish the following criterion for bounded generation of wreath products.
Theorem 1.1 If $A$ and $B$ are groups then $A \imath B$ has bounded generation if and only if $A$ has bounded generation and $B$ is finite.

We remark that the question of bounded generation of complete wreath products is trivial: if $B$ is finite, then the complete wreath product is the same as the restricted wreath product, and if $B$ is infinite, then the complete wreath product $A \mathrm{Wr} B$ is not finitely generated, hence cannot be boundedly generated.

Bounded cohomology $H_{b}^{*}(G)$ of a group $G$ (we will be considering only cohomology with coefficients in the additive group of reals $\mathbb{R}$ with trivial action, so in our notations for cohomology the coefficient module will be omitted) is defined using the complex

$$
\cdots \longleftarrow C_{b}^{n+1}(G) \stackrel{\delta_{b}^{n}}{\leftrightarrows} C_{b}^{n}(G) \longleftarrow \cdots \longleftarrow C_{b}^{2}(G) \stackrel{\delta_{b}^{1}}{\leftrightarrows} C_{b}^{1}(G) \stackrel{\delta_{b}^{0}=0}{\leftrightarrows} \mathbb{R} \stackrel{\delta_{b}^{-1}=0}{\leftrightarrows} 0
$$

of bounded cochains $f: G \times \cdots \times G \rightarrow \mathbb{R}$, and $\delta_{b}^{n}=\left.\delta^{n}\right|_{C_{b}^{n}(G)}$ is the bounded differential operator. Since $H_{b}^{0}(G)=\mathbb{R}$ and $H_{b}^{1}(G)=0$ for any group $G$, investigation of bounded cohomology starts in dimension 2. One observes that $H_{b}^{2}(G)$ contains a subspace $H_{b, 2}^{2}(G)$ (called the singular part of the second bounded cohomology group), which has a simple algebraic description in terms of quasicharacters and pseudocharacters, and the quotient space $H_{b}^{2}(G) / H_{b, 2}^{2}(G)$ is canonically isomorphic to the bounded part of the ordinary cohomology group $H^{2}(G)$. For background on bounded cohomology of groups see [6], for bounded cohomology of topological spaces see [7]. Special interest in $H_{b, 2}^{2}$ is motivated in part by its connections with other structural properties of groups such as commutator length [2] and bounded generation [6]. In particular, it is important to know when $H_{b, 2}^{2}$ vanishes.

We recall that a function $F: G \rightarrow \mathbb{R}$ is called a quasicharacter (another name used in the recent literature is quasimorphism) if there exists a constant $C_{F} \geqslant 0$ such that

$$
|F(x y)-F(x)-F(y)| \leqslant C_{F} \quad \text { for all } x, y \in G .
$$

A function $f: G \rightarrow \mathbb{R}$ is called a pseudocharacter (or a homogeneous quasimorphism) if $f$ is a quasicharacter and in addition $f\left(g^{n}\right)=n f(g)$ for all $g \in G$ and $n \in \mathbb{Z}$. The notions of a quasicharacter and a pseudocharacter originally arose from the questions of stability of solutions of functional equations [8, 9, 10] and continuous representations of groups [12]. Recently, some surprising applications of quasicharacters and pseudocharacters in symplectic geometry were found $[3,5,18]$.

We will use the following notation:

- $X(G)$ is the space of additive characters $G \rightarrow \mathbb{R}$;
- $Q X(G)$ is the space of quasicharacters;
- $P X(G)$ is the space of pseudocharacters;
- $B(G)$ is the space of bounded functions.

Then

$$
\begin{equation*}
H_{b, 2}^{2}(G) \cong Q X(G) /(X(G) \oplus B(G)) \cong P X(G) / X(G) \tag{1}
\end{equation*}
$$

as vector spaces [6, Proposition 3.2 and Theorem 3.5]. We establish the following criterion for triviality of $H_{b, 2}^{2}$ of wreath products.
Theorem 1.2 $H_{b, 2}^{2}(A \imath B)=0$ if and only if the following conditions hold:
(i) $H_{b, 2}^{2}(B)=0$;
(ii) $H_{b, 2}^{2}(A)=0$ or $B$ is infinite.

## 2. Preliminaries

Wreath products are defined in the context of permutation groups when a group $A$ acts on a set $X$ and a group $B$ acts on a set $Y$. We will consider the so-called standard wreath products, in which case the groups $A$ and $B$ act on themselves via right regular representations. Moreover, we will work with restricted standard wreath products, which are defined as follows. We will use some notations and terminology from [16].

Let $A^{(B)}$ be the direct sum of copies of $A$ indexed by elements of $B$ (for the complete wreath product one takes the direct product). We will represent elements of the group $A^{(B)}$ as tuples $\mathbf{a}=\left(a_{b}\right)_{b \in B}$ and will refer to $a_{b} \in A$ as the coordinate of a at $b \in B$. The set

$$
\sigma(\mathbf{a})=\left\{b \in B \mid a_{b} \neq 1\right\} \subseteq B
$$

is the support of $\mathbf{a}$; notice that $\sigma(\mathbf{a})$ is finite for every $\mathbf{a} \in A^{(B)}$, and define the length of a by $\ell(\mathbf{a})=|\sigma(\mathbf{a})|$.

The (standard restricted) wreath product of $A$ and $B$, denoted by $A\} B$, is the semidirect product of $A^{(B)}$ and $B$ with the action of $B$ on $A^{(B)}$ given by

$$
\begin{equation*}
{ }^{b_{0}} \mathbf{a}=\left(c_{b}\right)_{b \in B}, \quad \text { where } c_{b}=a_{b b_{0}^{-1}} . \tag{2}
\end{equation*}
$$

The group $A$ is called the bottom group, the group $B$ is called the top group, and the group $A^{(B)}$ is called the base group.

An element $\mathbf{a} \in A^{(B)}$ with the property $\sigma(\mathbf{a})=\{b\}$ will be denoted by $\mathbf{a}_{b}$, in other words, the only nontrivial coordinate of $\mathbf{a}_{b}$ is $a_{b}$. When it is important to emphasize that a particular element $a_{i} \in A$ is the coordinate of $\mathbf{a}_{b}$ at $b$, we will slightly abuse notation and write $\left[a_{i}\right]_{b}$ for $\mathbf{a}_{b}$. In this notation, every element a of $A^{(B)}$ can be written in the form

$$
\mathbf{a}=\mathbf{a}_{b_{1}} \mathbf{a}_{b_{2}} \cdots \mathbf{a}_{b_{s}}=\left[a_{b_{1}}\right]_{b_{1}}\left[a_{b_{2}}\right]_{b_{2}} \cdots\left[a_{b_{s}}\right]_{b_{s}},
$$

where $b_{1}, b_{2}, \ldots, b_{s}$ are distinct elements of $B$; observe that $s=\ell(\mathbf{a})$. If we identify elements of $B$ with their copies in $A \imath B$, then (2) yields the following relation in the wreath product:

$$
b_{0} \mathbf{a}_{b}=\left[a_{b}\right]_{b_{0} 0} b_{0}, \quad \text { where } b_{0}, b \in B, a_{b} \in A
$$

We will represent elements of the wreath product $A<B$ as products ab, where $\mathbf{a} \in A^{(B)}$ is an element of the base group and $b \in B$ is an element of the top group.

We now list some well-known facts about pseudocharacters that will be used in the proof of Theorem 1.2.
Lemma 2.1 Any pseudocharacter is constant on conjugacy classes; a bounded pseudocharacter is trivial.
Proof. Let $f$ be a pseudocharacter on a group $G$ and suppose that $f\left(y x y^{-1}\right)-$ $f(x)=\alpha \neq 0$ for some $x, y \in G$. Then the difference $f\left(y x^{n} y^{-1}\right)-f\left(x^{n}\right)=n \alpha$ is unbounded when $n \rightarrow \infty$. On the other hand,

$$
\left|f\left(y x^{n} y^{-1}\right)-f\left(x^{n}\right)\right|=\left|f\left(y x^{n} y^{-1}\right)-f(y)-f\left(x^{n}\right)-f\left(y^{-1}\right)\right| \leqslant 2 C_{f}
$$

a contradiction. The second assertion is obvious.

Lemma 2.2 If $f$ is a pseudocharacter on a group $G$ and $x_{1}, \ldots, x_{n}$ are pairwise commuting elements of $G$, then

$$
f\left(x_{1} \cdots x_{n}\right)=f\left(x_{1}\right)+\cdots+f\left(x_{n}\right) .
$$

Proof. Let $\alpha=f\left(x_{1} x_{2}\right)-f\left(x_{1}\right)-f\left(x_{2}\right)$. Then for any positive integer $n$,

$$
|n \alpha|=\left|n f\left(x_{1} x_{2}\right)-n f\left(x_{1}\right)-n f\left(x_{2}\right)\right|=\left|f\left(x_{1}^{n} x_{2}^{n}\right)-f\left(x_{1}^{n}\right)-f\left(x_{2}^{n}\right)\right| \leqslant C_{f}
$$

which implies $\alpha=0$. The general case follows by induction on $n$.
Remark. Of course, the result follows from the general fact that bounded cohomology of amenable groups vanishes, but we chose to give a short elementary proof.

Next, we will need the following standard facts about bounded generation for the proof of Theorem 1.1.
Lemma 2.3 Let $G$ be a group and $H$ be its subgroup.
(i) If $H$ has finite index in $G$ then bounded generation of $G$ is equivalent to that of $H$.
(ii) If $G$ has bounded generation then so does any homomorphic image of $G$.
(iii) If $H$ is a normal subgroup of $G$ and both $H$ and $G / H$ have bounded generation then so does $G$.

Proof. The only fact that is not immediate from the definition is that bounded generation of $G$ implies that of its subgroup $H$ of finite index. Suppose that $G=$ $\left\langle g_{1}\right\rangle \cdots\left\langle g_{n}\right\rangle$. Since every subgroup of finite index contains a normal subgroup of finite index, it suffices to prove our claim assuming in addition that $H$ is normal in $G$.

An arbitrary element $h \in H$ can be written in the form $h=g_{1}^{r_{1}} \cdots g_{n}^{r_{n}}$ for some $r_{1}, \ldots, r_{n} \in \mathbb{Z}$. Say, $[G: H]=m$ and for $i=1, \ldots, n$ write $r_{i}=e_{i}+m a_{i}$ with $0 \leqslant e_{i}<m$. Since $H$ is normal, we have $h_{i}:=g_{i}^{m} \in H$. In this notation,

$$
\begin{align*}
h & =g_{1}^{r_{1}} \cdots g_{n}^{r_{n}}=g_{1}^{e_{1}} h_{1}^{a_{1}} g_{2}^{e_{2}} h_{2}^{a_{2}} \cdots g_{n}^{e_{n}} h_{n}^{a_{n}} \\
& =g_{1}^{e_{1}} \cdots g_{n}^{e_{n}}\left(\prod_{i=1}^{n-1}\left[\left(g_{i+1}^{e_{i+1}} \cdots g_{n}^{e_{n}}\right)^{-1} h_{i}\left(g_{i+1}^{e_{i+1}} \cdots g_{n}^{e_{n}}\right)\right]^{a_{i}}\right) h_{n}^{a_{n}} \tag{3}
\end{align*}
$$

We now introduce the following finite set

$$
\Lambda=\left\{g_{1}^{e_{1}} \cdots g_{n}^{e_{n}} \mid 0 \leqslant e_{i}<m\right\} .
$$

Then it follows from (3) that

$$
H=\left(\prod_{y \in \Lambda \cap H}\langle y\rangle\right) \cdot \prod_{i=1}^{n}\left(\prod_{x \in \Lambda}\left\langle x^{-1} h_{i} x\right\rangle\right)
$$

so $H$ has bounded generation.
Finally, we will need the following result from [17].
Theorem 2.4 Suppose that a group $G$ is a union of $n$ (left or right) cosets of its subgroups $H_{1}, \ldots, H_{k}$. Then one of the subgroups $H_{i}$ must have index at most $n$ in $G$.

Corollary 2.5 Let $G$ be a group and $H_{1}, \ldots, H_{k}$ be subgroups of infinite index in $G$. Then for every integer $n$ there exist $n$ elements $a_{1}, \ldots, a_{n}$ in $G$ such that the set $\left\{a_{1}, \ldots, a_{n}\right\}$ cannot be covered by fewer than $n$ (left or right) cosets of $H_{1}, \ldots, H_{k}$.

Proof. We will construct elements $a_{1}, \ldots, a_{n}$ no two of which are in the same left or right coset of any $H_{i}$ by induction on $n$. This is trivial for $n=1$. Suppose that we have found $a_{1}, \ldots, a_{m}$ with the above property. Since the subgroups $H_{1}, \ldots, H_{k}$ have infinite index in $G$, Theorem 2.4 implies

$$
G \neq \bigcup\left\{a_{j} H_{i}, H_{i} a_{j} \mid j=1, \ldots, m, i=1, \ldots, k\right\}
$$

Now take any element of $G$ outside the right hand side and call it $a_{m+1}$.

## 3. Proof of Theorem 1.1

If $B$ is finite, then the base group $A^{(B)}$ has finite index in the wreath product $A \backslash B$ and thus bounded generation of $A \backslash B$ is equivalent to that of $A^{(B)}$ (Lemma 2.3). On the other hand, $A^{(B)}$ is a direct sum of finitely many copies of $A$, hence it has bounded generation if and only if $A$ does. We have reduced the proof of Theorem 1.1 to the proof of the following statement.

Theorem 3.1 If $A$ is a nontrivial group and $B$ is an infinite group, then the wreath product $A$ ) $B$ is not boundedly generated.

Assume on the contrary that $A \ell B$ is boundedly generated: $A \imath B=C_{1} \cdots C_{k}$ where $C_{i}=\left\langle\mathbf{a}_{i} b_{i}\right\rangle$ is a cyclic subgroup generated by $\left.\mathbf{a}_{i} b_{i} \in A\right\rangle B$. Let $B_{i}=\left\langle b_{i}\right\rangle$ be the cyclic subgroup of $B$ generated by $b_{i}, 1 \leqslant i \leqslant k$; observe that $B=B_{1} \cdots B_{k}$.

Lemma 3.2 The group $B$ is virtually cyclic.
Proof. Assume the contrary; then all subgroups $B_{1}, \ldots, B_{k}$ have infinite index in $B$. Let $N=k \sum_{i=1}^{k} \ell\left(\mathbf{a}_{i}\right)$. By Corollary 2.5 there is a finite subset $S$ of $B$ which is not covered by any collection of $N$ cosets of the following finite set of subgroups of $B$

$$
\mathcal{B}=\left\{x B_{i} x^{-1} \mid x \in \bigcup_{j=1}^{k} \sigma\left(\mathbf{a}_{j}\right), i=1, \ldots, k\right\} .
$$

Let $\mathbf{d}$ be an element of $A^{(B)}$ whose support contains the set $S$. We have

$$
\begin{equation*}
\mathbf{d}=\prod_{i=1}^{k}\left(\mathbf{a}_{i} b_{i}\right)^{n_{i}} \tag{4}
\end{equation*}
$$

for some integers $n_{i} \in \mathbb{Z}, 1 \leqslant i \leqslant k$. Write $\left(\mathbf{a}_{i} b_{i}\right)^{n_{i}}=\mathbf{e}_{i} b_{i}^{n_{i}}$, where

$$
\mathbf{e}_{i}= \begin{cases}\left(\mathbf{a}_{i}\right) \cdot\left({ }^{b_{i}} \mathbf{a}_{i}\right) \cdot\left({ }_{i}^{b_{i}^{2}} \mathbf{a}_{i}\right) \cdots\left({ }_{i}^{n_{i}^{n_{i}-1}} \mathbf{a}_{i}\right) & \text { if } n_{i}>0 \\ \left(b_{i}^{-1} \mathbf{a}_{i}^{-1}\right) \cdot\left(b_{i}^{-2} \mathbf{a}_{i}^{-1}\right) \cdots\left({ }_{i}^{b_{i}^{n_{i}}} \mathbf{a}_{i}^{-1}\right) & \text { if } n_{i}<0\end{cases}
$$

It follows that the support $\sigma\left(\mathbf{e}_{i}\right)$ of $\mathbf{e}_{i}$ is contained in the union of the left cosets $\left\{x B_{i} \mid x \in \sigma\left(\mathbf{a}_{j}\right), i, j=1, \ldots, k\right\}$ of $B_{1}, \ldots, B_{k}$. On the other hand, (4) gives

$$
\mathbf{d}=\left(\mathbf{e}_{1}\right) \cdot\left({ }^{p_{1}} \mathbf{e}_{2}\right) \cdot\left({ }^{p_{2}} \mathbf{e}_{3}\right) \cdots\left({ }^{p_{k-1}} \mathbf{e}_{k}\right), \quad \text { where } p_{j}=b_{1}^{n_{1}} \cdots b_{j}^{n_{j}},
$$

which shows that the support of $\mathbf{d}$ is contained in the union of at most $N$ right cosets $x B_{i} p_{j}=\left(x B_{i} x^{-1}\right) x p_{j}$ of the subgroups $x B_{i} x^{-1} \in \mathcal{B}$. This is a contradiction. Thus one of the subgroups $B_{i}$ has finite index in $B$ and so $B$ is a virtually cyclic group.
Lemma 3.3 It suffices to prove that $A \backslash \mathbb{Z}$ is not boundedly generated.
Proof. Since $\mathbb{Z}$ is a subgroup of finite index of $B$, the wreath product $A \backslash \mathbb{Z}$ is a quotient of a subgroup of finite index of $A$ \& $B$. Our claim now follows from Lemma 2.3.

From now on we assume that $B$ is an infinite cyclic group and we will simply index the coordinates of elements $\mathbf{a} \in A^{(B)}$ by integers; the generator $z$ of $B$ then acts on $A^{(B)}$ as the shift $i \mapsto i+1$ of the coordinates. In this new notation we have the assumption that $A$ \} $B=C_{1} \cdots C_{k}$, where $C_{i}=\left\langle\mathbf{a}_{i} z^{t_{i}}\right\rangle, t_{i} \in \mathbb{Z}$, $1 \leqslant i \leqslant k$.
Lemma 3.4 The group $A$ is finite.
Proof. We let $J$ be the subset of $\{1,2, \ldots, k\}$ consisting of those $i$ for which $t_{i} \neq 0$, also let $I$ be the complement of $J$ in $\{1,2, \ldots, k\}$; observe that $J \neq \varnothing$. If $i \in I$, then the power $\left(\mathbf{a}_{i} z^{t_{i}}\right)^{\alpha_{i}}, \alpha_{i} \in \mathbb{Z}$, is simply $\mathbf{a}_{i}^{\alpha_{i}}$. If $i \in J$, then the power $\left(\mathbf{a}_{i} z^{t_{i}}\right)^{\alpha_{i}}$ is a product of the following element $\mathbf{a}$ of the base group

$$
\mathbf{a}= \begin{cases}\left(\mathbf{a}_{i}\right) \cdot\left(z^{t_{i}} \mathbf{a}_{i}\right) \cdot\left(z^{2 t_{i}} \mathbf{a}_{i}\right) \cdots\left(z^{\left(\alpha_{i}-1\right) t_{i}} \mathbf{a}_{i}\right) & \text { if } \alpha_{i}>0  \tag{5}\\ \left(z^{-t_{i}} \mathbf{a}_{i}^{-1}\right) \cdot\left(z^{-2 t_{i}} \mathbf{a}_{i}^{-1}\right) \cdots\left(z^{\alpha_{i} t_{i}} \mathbf{a}_{i}^{-1}\right) & \text { if } \alpha_{i}<0\end{cases}
$$

and the element $z^{\alpha_{i} t_{i}}$ of the top group. If $\left|\alpha_{i}\right|$ is large enough then $\mathbf{a}_{i}$ and $z^{\alpha_{i}} \mathbf{a}_{i}$ have disjoint support since $\sigma\left(z^{\alpha_{i}} \mathbf{a}_{i}\right)=\alpha_{i}+\sigma\left(\mathbf{a}_{i}\right)$. It follows that each coordinate of the elements in (5) is a product of boundedly many coordinates of $\mathbf{a}_{i}$. Therefore there is a constant $M_{i}$ which depends only on $\mathbf{a}_{i}$ and $t_{i}$, but not on $\alpha_{i}$, such that the coordinates of the elements in (5) take at most $M_{i}$ values in $A$.

Since we assume that $A \imath B=C_{1} \cdots C_{k}$, every element of the base group $A^{(B)}$ is a product of at most $k$ of some $B$-conjugates of elements as in (5) and at most $k$ of some $B$-conjugates of elements of the form $\mathbf{a}_{i}^{\alpha_{i}}$. Notice that any $B$ conjugate ${ }^{z^{\beta_{i}}} \mathbf{a}_{i}^{\alpha_{i}}$ has support of size $\ell\left(\mathbf{a}_{i}\right)$, so the total support of $B$-conjugates of such elements corresponding to $i \in I$ has size at most $\sum_{i=1}^{k} \ell\left(\mathbf{a}_{i}\right)$. If we take an element a of $A^{(B)}$ of length $\ell(\mathbf{a})>\sum_{i=1}^{k} \ell\left(\mathbf{a}_{i}\right)$, then at least one of its coordinates has to be a product of coordinates of elements of the form (5) corresponding to $i \in J$. But such product can take at most $\prod_{i \in J} M_{i}$ values in $A$. It follows that $A$ cannot have more than $\prod_{i \in J} M_{i}$ elements.

Remark. One can also conclude that $A$ must be finite in the original set-up, without the assumption that $B$ is infinite cyclic. If we similarly partition the set
$\{1,2, \ldots, k\}$ into two subsets $I$ (consisting of those $i$ for which $b_{i}$ has finite order) and $J$ (consisting of those $i$ for which $b_{i}$ has infinite order), then the support of all $B$-conjugates of elements corresponding to $I$ is bounded, while coordinates of $B$-conjugates of elements corresponding to $J$ take a bounded number of values in $A$.

We have now reduced Theorem 3.1 to the following case: $A$ is finite and $B$ is infinite cyclic. Define the width of $\mathbf{a} \in A^{(B)}$, denoted $w(\mathbf{a})$, as the difference between the largest and the smallest element of the support of a and let $L=$ $\max \left\{w\left(\mathbf{a}_{1}\right), \ldots, w\left(\mathbf{a}_{k}\right)\right\}$. For a large positive integer $M$ let $\pi: A^{(B)} \rightarrow A^{M}$ be the projection onto the coordinates $1,2, \ldots, M$ :

$$
\pi\left(\left(a_{i}\right)_{i \in \mathbb{Z}}\right)=\left(a_{1}, \ldots, a_{M}\right)
$$

Take an arbitrary element $\mathbf{a} z^{t} \in A \backslash B$ with $w(\mathbf{a}) \leqslant L$ and $t \neq 0$. For an integer $\beta_{1}$, a positive integer $\beta_{2}$, and $\epsilon \in\{ \pm 1\}$, consider the element

$$
\mathbf{g}_{\beta_{1}, \beta_{2}, \epsilon}=\left(z^{\beta_{1}} \mathbf{a}\right) \cdot\left(z^{\beta_{1}+\epsilon t} \mathbf{a}\right) \cdot\left(z^{z_{1}+2 \epsilon t} \mathbf{a}\right) \cdots\left(z^{\beta_{1}+\beta_{2} \epsilon t} \mathbf{a}\right)
$$

Let $u_{i} \in \mathbb{Z}$ be the position of the first nontrivial coordinate of the element $z^{\beta_{1}+\epsilon i t} \mathbf{a}, 0 \leqslant i \leqslant \beta_{2}$. More explicitly, assuming $\epsilon=1, u_{i}=u_{0}+i t$ and

$$
\sigma\left(z^{z_{1}+\epsilon i t} \mathbf{a}\right) \subseteq\left\{u_{0}+i t, u_{0}+1+i t, \ldots, u_{0}+L+i t\right\}
$$

The number of possible projections of $\mathbf{g}_{\beta_{1}, \beta_{2}, \epsilon}$ as $\beta_{1}, \beta_{2}, \epsilon$ vary depends only on $\mathbf{a}, t$, and the coordinates whose positions are between 1 and $M$. More precisely, since $u_{i}$ determines the element $z^{z^{\beta_{1}+\epsilon i t}} \mathbf{a}$, once $\mathbf{a}$ and $t \neq 0$ are fixed, the projection $\pi\left(\mathbf{g}_{\beta_{1}, \beta_{2}, \epsilon}\right)$ is completely determined by the smallest and the largest of the positions $u_{0}, u_{1}, \ldots, u_{\beta_{2}}$ which lie in the interval $[-(L-1), M]$. We conclude that there are at most $(M+L)^{2}$ possibilities for the projection $\pi\left(\mathbf{g}_{\beta_{1}, \beta_{2}, \epsilon}\right)$ as $\beta_{1}$ ranges over $\mathbb{Z}, \beta_{2}$ ranges over $\mathbb{N}$, and $\epsilon$ is fixed as either 1 or -1 .

As observed earlier, every element of $A^{(B)}$ is a product of at most $k$ of some $B$-conjugates of elements of the following three types:
$\left(\mathbf{a}_{i}\right) \cdot\left({ }^{z^{t_{i}}} \mathbf{a}_{i}\right) \cdots\left(z^{\left(\alpha_{i}-1\right) t_{i}} \mathbf{a}_{i}\right), \quad\left(z^{-t_{i}} \mathbf{a}_{i}^{-1}\right) \cdot\left(z^{-2 t_{i}} \mathbf{a}_{i}^{-1}\right) \cdots\left(z^{\alpha_{i} t_{i}} \mathbf{a}_{i}^{-1}\right), \quad \mathbf{a}_{i}^{\alpha_{i}}$.
We have just established that there are at most $(M+L)^{2}$ possibilities for the projections onto $A^{M}$ for each of the elements of the first two types in (6). On the other hand, the $B$-conjugates of the elements of the third type have only $\ell\left(\mathbf{a}_{i}\right)$ nontrivial coordinates, which are a shift of the nontrivial coordinates of $\mathbf{a}_{i}$. To count the number of possible projections of such elements, we notice that by varying the coordinates we obtain at most $|A|^{\ell\left(\mathbf{a}_{i}\right)}$ combinations, and by shifting the position of the first nontrivial coordinate (which can take any value between $-(L-1)$ and $M)$ we obtain at most $(M+L)$ possibilities for each combination of coordinates. It follows that the projections of the elements of the third type from (6) can take at most $(M+L)|A|^{\ell\left(\mathbf{a}_{i}\right)}$ values in $A^{M}$.

Putting all of this together, we see that the product of $k B$-conjugates of elements as in (6) can have at most

$$
\left((M+L)^{2}\right)^{k} \cdot\left((M+L)|A|^{D}\right)^{k}
$$

values in its projection under $\pi$ ，where $D=\max \left\{\ell\left(\mathbf{a}_{1}\right), \ldots, \ell\left(\mathbf{a}_{k}\right)\right\}$ ．This number grows polynomially in $M$ when $L, D, k$ ，and $|A|$ are fixed．On the other hand， $|A|^{M}$ grows exponentially with $M$ since $|A|>1$ ．So for large enough $M$ we will not be able to achieve all the choices for the coordinates $1,2, \ldots, M$ with a product of $k$ cyclic subgroups $C_{i}$ ．This contradiction completes the proof of Theorem 3．1．

Remark．The proof of Theorem 3.1 can be adapted to other types of permutation actions including that of $S L_{n}\left(\mathbb{O}_{S}\right)$ on $\mathbb{O}_{S}^{n}$ for the ring $\mathbb{O}_{S}$ of $S$－integers in a number field．

## 4．Proof of Theorem 1.2

Suppose that $H_{b, 2}^{2}(A$ 亿 $B)=0$ ．We begin by showing that（i）must hold．
Lemma $4.1 \operatorname{dim} H_{b, 2}^{2}(A \imath B) \geqslant \operatorname{dim} H_{b, 2}^{2}(B)$ ．
Proof．Let $f_{1}, \ldots, f_{n}$ be pseudocharacters of $B$ linearly independent modulo characters．For each $i=1, \ldots, n$ define a function $F_{i}$ on $A$ 亿 $B$ by

$$
F_{i}(\mathbf{a} b)=f_{i}(b)
$$

where $\mathbf{a} \in A^{(B)}$ and $b \in B$ ．Then

$$
F_{i}\left((\mathbf{a} b)^{n}\right)=F_{i}\left((\mathbf{a}) \cdot\left({ }^{b} \mathbf{a}\right) \cdots\left({ }^{b^{n-1}} \mathbf{a}\right) \cdot b^{n}\right)=f_{i}\left(b^{n}\right)=n f_{i}(b)=n F_{i}(\mathbf{a} b)
$$

and

$$
\left|F_{i}\left(\left(\mathbf{a}_{1} b_{1}\right)\left(\mathbf{a}_{2} b_{2}\right)\right)-F_{i}\left(\mathbf{a}_{1} b_{1}\right)-F_{i}\left(\mathbf{a}_{2} b_{2}\right)\right|=\left|f_{i}\left(b_{1} b_{2}\right)-f_{i}\left(b_{1}\right)-f_{i}\left(b_{2}\right)\right| \leqslant C_{f_{i}} .
$$

Therefore，$F_{1}, \ldots, F_{n}$ are pseudocharacters on $A$ l $B$ which are linearly indepen－ dent modulo characters of $A$ \＆$B$ ，whence our claim．

Condition（ii）must hold in view of the following．
Lemma 4．2 If $B$ is finite，then $\operatorname{dim} H_{b, 2}^{2}(A 乙 B) \geqslant \operatorname{dim} H_{b, 2}^{2}(A)$ ．
Proof．Given pseudocharacters $f_{1}, \ldots, f_{n}$ on $A$ linearly independent modulo characters，define functions $F_{i}, 1 \leqslant i \leqslant n$ ，on $A \imath B$ as follows：

$$
F_{i}\left(\left[a_{1}\right]_{b_{1}} \cdots\left[a_{s}\right]_{b_{s}} b\right)=f_{i}\left(a_{1}\right)+\cdots+f_{i}\left(a_{s}\right) .
$$

Suppose that $|B|=m$ and let $a_{1}, \ldots, a_{s}, c_{1}, \ldots, c_{t}$ be arbitrary elements of $A$ ， $b_{1}, \ldots, b_{s}$ be distinct elements of $B, d_{1}, \ldots, d_{t}$ be distinct elements of $B$ ，and $u$ ， $v$ be arbitrary elements of $B$ ．Then

$$
\begin{aligned}
& \mid F_{i}\left(\left(\left[a_{1}\right]_{b_{1}} \cdots\left[a_{s}\right]_{b_{s}} u\right)\left(\left[c_{1}\right]_{d_{1}} \cdots\left[c_{t}\right]_{d_{t}} v\right)\right)-F_{i}\left(\left[a_{1}\right]_{b_{1}} \cdots\left[a_{s}\right]_{b_{s}} u\right) \\
& \quad-F_{i}\left(\left[c_{1}\right]_{d_{1}} \cdots\left[c_{t}\right]_{d_{t}} v\right) \mid \\
& =\mid F_{i}\left(\left[a_{1}\right]_{b_{1}} \cdots\left[a_{s}\right]_{b_{s}}\left[c_{1}\right]_{d_{1} u} \cdots\left[c_{t}\right]_{d_{t} u} u v\right)-F_{i}\left(\left[a_{1}\right]_{b_{1}} \cdots\left[a_{s}\right] b_{b_{s}} u\right) \\
& \left.\quad-F_{i}\left(\left[c_{1}\right]_{d_{1}} \cdots\left[c_{t}\right]\right]_{d_{t}} v\right) \mid \\
& \quad=\left|\sum_{b_{k}=d_{j} u}\left(f_{i}\left(a_{k} c_{j}\right)-f_{i}\left(a_{k}\right)-f_{i}\left(c_{j}\right)\right)\right| \leqslant m C_{f_{i}},
\end{aligned}
$$

which shows that $F_{i}$ is an unbounded quasicharacter of $A$ l $B$ with constant $m C_{f_{i}}$. It follows from (1) that there is a bounded function $G_{i}$ on $A$ \{ $B$ such that $F_{i}+G_{i}$ is a pseudocharacter of $A \ell B$. Note that the restriction of $F_{i}+G_{i}$ to the coordinate at position 1 of $A^{(B)}$ is a pseudocharacter of $A$ which differs from $f_{i}$ by a bounded function, hence coincides with $f_{i}$ by Lemma 2.1. Thus the pseudocharacters $F_{1}+G_{1}, \ldots, F_{n}+G_{n}$ are linearly independent modulo characters of $A$ \& $B$.

Now it remains to show that (i) and (ii) imply $H_{b, 2}^{2}(A$ 乙 $)=0$. We begin with a couple of observations.

Lemma 4.3 If $F \in P X(A \imath B)$, then $F\left([a]_{b_{1}}\right)=F\left([a]_{b_{2}}\right)$ for all $b_{1}, b_{2} \in B$ and all $a \in A$.

Proof. Every pseudocharacter is constant on conjugacy classes (Lemma 2.1) and $[a]_{b_{2}}=\left(b_{1}^{-1} b_{2}\right)[a]_{b_{1}}\left(b_{1}^{-1} b_{2}\right)^{-1}$.
Lemma 4.4 If $H_{b, 2}^{2}(A)=0$, then $H_{b, 2}^{2}\left(A^{(B)}\right)=0$.
Proof. Let $F \in P X\left(A^{(B)}\right)$ and take an arbitrary element $\mathbf{a} \in A^{(B)}$. If $\sigma(\mathbf{a})=$ $\left\{b_{1}, \ldots, b_{s}\right\}$, then $\mathbf{a}=\mathbf{a}_{b_{1}} \cdots \mathbf{a}_{b_{s}}$ and by Lemma 2.2,

$$
F\left(\mathbf{a}_{b_{1}} \cdots \mathbf{a}_{b_{s}}\right)=F\left(\mathbf{a}_{b_{1}}\right)+\cdots+F\left(\mathbf{a}_{b_{s}}\right)
$$

Since $H_{b, 2}^{2}(A)=0$, the restriction of $F$ to every coordinate of $A^{(B)}$ is a character of $A$, whence $F$ is a character of $A^{(B)}$.

We now continue with the proof of the theorem.
Lemma 4.5 If $H_{b, 2}^{2}(A)=0$ and $H_{b, 2}^{2}(B)=0$, then $H_{b, 2}^{2}(A$ 亿 $B)=0$.
Proof. If $F \in P X(A \imath B)$, then by Lemma 4.4, the restriction $\left.F\right|_{A^{(B)}}$ is a character of $A^{(B)}$; also $\left.F\right|_{B}$ is a character of $B$. To prove that $F$ is a character of the wreath product $A$ ? $B$, it thus remains to show that

$$
F(\mathbf{a} b)=F(\mathbf{a})+F(b) \quad \text { for all } \mathbf{a} \in A^{(B)}, b \in B
$$

Let $\alpha=F(\mathbf{a} b)-F(\mathbf{a})-F(b)$. Then for any positive integer $n$, we have

$$
\begin{aligned}
|n \alpha|= & |n F(\mathbf{a} b)-n F(\mathbf{a})-n F(b)| \\
= & \left|F\left((\mathbf{a}) \cdot\left({ }^{b} \mathbf{a}\right) \cdots\left({ }^{b^{n-1}} \mathbf{a}\right) \cdot b^{n}\right)-n F(\mathbf{a})-F\left(b^{n}\right)\right| \\
\leqslant & \left|F\left((\mathbf{a}) \cdot\left({ }^{b} \mathbf{a}\right) \cdots\left({ }^{b^{n-1}} \mathbf{a}\right) \cdot b^{n}\right)-F\left((\mathbf{a}) \cdot\left({ }^{b} \mathbf{a}\right) \cdots\left({ }^{b^{n-1}} \mathbf{a}\right)\right)-F\left(b^{n}\right)\right| \\
& \quad+\left|F\left((\mathbf{a}) \cdot\left({ }^{b} \mathbf{a}\right) \cdots\left(b^{b^{n-1}} \mathbf{a}\right)\right)-n F(\mathbf{a})\right| \\
\leqslant & C_{F}+\left|F(\mathbf{a})+F\left({ }^{b} \mathbf{a}\right)+\cdots+F\left({ }^{b^{n-1}} \mathbf{a}\right)-n F(\mathbf{a})\right| \\
= & C_{F}
\end{aligned}
$$

which shows that $\alpha=0$.

Remark. One can also derive the result of Lemma 4.5 from the observation that if $N$ and $K$ are subgroups of $G$ with $N$ normal such that $G=N K$ and $H_{b, 2}^{2}(N)=H_{b, 2}^{2}(K)=0$, then $H_{b, 2}^{2}(G)=0$. The proof is identical to that of the lemma.

The next lemma completes the proof of Theorem 1.2.
Lemma 4.6 If $H_{b, 2}^{2}(B)=0$ and $B$ is infinite, then $H_{b, 2}^{2}(A \imath B)=0$.
Proof. Let $F \in P X(A \imath B)$. Proof of Lemma 4.5 shows that in order to establish that $F$ is a character of $A \ell B$, it suffices to show that $F$ is a character of $A^{(B)}$. Lemma 4.3 implies there exists a pseudocharacter $f$ of $A$ such that the restriction of $F$ to every coordinate in $A^{(B)}$ is $f$, i.e.,

$$
F\left([a]_{b}\right)=f(a) \quad \text { for all } a \in A, b \in B
$$

If $b_{1}, \ldots, b_{s}$ are distinct element of $B$, then Lemma 2.2 implies

$$
F\left(\left[a_{1}\right]_{b_{1}} \cdots\left[a_{s}\right]_{b_{s}}\right)=f\left(a_{1}\right)+\cdots+f\left(a_{s}\right)
$$

for arbitrary elements $a_{1}, \ldots, a_{s} \in A$. Therefore, to prove that $F$ is a character of $A^{(B)}$, it suffices to show that $f$ is a character of $A$. Suppose that $f$ is not a character of $A$; then there exist $a_{1}, a_{2} \in A$ such that

$$
\alpha=f\left(a_{1} a_{2}\right)-f\left(a_{1}\right)-f\left(a_{2}\right) \neq 0
$$

Choose an infinite sequence $\left\{b_{i}\right\}$ of distinct elements of $B$. Then

$$
\begin{array}{r}
\left|F\left(\left(\left[a_{1}\right]_{b_{1}} \cdots\left[a_{1}\right]_{b_{n}}\right)\left(\left[a_{2}\right]_{b_{1}} \cdots\left[a_{2}\right]_{b_{n}}\right)\right)-F\left(\left[a_{1}\right]_{b_{1}} \cdots\left[a_{1}\right]_{b_{n}}\right)-F\left(\left[a_{2}\right]_{b_{1}} \cdots\left[a_{2}\right] b_{b_{n}}\right)\right| \\
\left.=\mid F\left(\left[a_{1} a_{2}\right]\right]_{b_{1}} \cdots\left[a_{1} a_{2}\right]_{b_{n}}\right)-F\left(\left[a_{1}\right]_{b_{1}} \cdots\left[a_{1}\right]_{b_{n}}\right)-F\left(\left[a_{2}\right]_{b_{1}} \cdots\left[a_{2}\right]_{b_{n}}\right) \mid \\
=\left|n f\left(a_{1} a_{2}\right)-n f\left(a_{1}\right)-n f\left(a_{2}\right)\right|=|n \alpha| \rightarrow \infty \quad \text { as } n \rightarrow \infty
\end{array}
$$

On the other hand, it is bounded by $C_{F}$, a contradiction.
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