Defn Let V be a vector space and vq,...,vn €
V. A linear combination of vy, ..., v, IS any vec-
tor of the type rivy + rovo + - - - + rpvn, Where
r1,...,Tn IS are real nos.

Thm The set of all I.c. of vq,...,vn IS @ sub-
space of V.

This subspace is denoted by < vq,...,vn > and
IS called the subspace or vector space spanned

by v1,...,vn.



Ex 1 Let v1 = (1,2,0),vo = (1,0,1),v3 =
(2,2,1) and v4 = (1,1,1).

Is v4 a linear combination of vy, vy,v37

Is vz a l.c. of vy,vo7

Ex 2 Consider the v.s. F'(R).
Is sin(x) a l.c. of cos(x) and cos(2x)?



Ex 3 In Ex 1, show that the v.s. spanned by
< v1,vU2,v4 > IS R3.

Proof Let (a,b,c) € V. Want to find r,s,t so
that

rv1 + svo + tvg = (a, b, c)

i.e., want to find r,s,t so that

(r4+s+t,2r+t,s+t) = (a,b,c)

Treating r, s,t as variables we get the following
equations:



Use gauss elimination to solve the equation

(1 1 1 a
2 010
_Ollc_

R-> replaced by R — 2R,

1 1 1 a
O —2 —1 b—2a
0O 1 1 C

interchange Ry, R3

1 1 1 a
O 1 1 C
O —2 —1 b-— 2a_




@ NGN

O+~ K

=
o

t=b—2a+2c,s=c—t,r=a—s—1
t=b—2a -+ 2c,
s=c—b—+ 2a — 2c,

r=a—c+b—2a+2¢c—b+ 2a — 2c¢

[[End of proof]]

Is the v.s. spanned by < v1,vp,v3 > the whole
R37?



NoO.

What is the subspace < vq,vo,v3 > 7

Ex 4

Show that vector space P3 polynomials of de-
gree atmost three is spanned by 1,z,z2, z3.



Thm Let v,w span the vector space V. Let
x,y € V be such that v and w are I.c. of x,y
then V C< x,y >

proof

Note that since v and w are |.c. of =,y
v = ax + by
w = cx + dy

for some real numbers a,b, c, d.

Let v € V. Since v,w span V.

u=rv -+ sw

for some real numbers r, s.



substituing for v, w we get
u = r(az + by) + s(cx + dy)
u= (ra)z + (rb)y + (sc)z + (sd)y
u = (ra + sc)x + (rb+ sd)y

So every vector of V is spanned by z,y



Linear Independence

Defn Let V be a vector space. vq,...,vp € V iS
said to be linearly dependent if there exist real
numbers rq,...,rn, NOt all zero, so that rivy +

_l_ 'mUn — 0.

Otherwise v1,...,vn are said to be linearly inde-
pendent.



Let v; = (1,2,0),v2 = (1,0,1),v3 = (2,2,1)
and vy = (1,1,1).

Ex 1 vq,vp,v3 are linearly dependent.

Ex2 LetVbeav.s. andv € V. visdependent
if and only if v = 0.

Thm Let V beav.s. and v,w € V be nonzero
vectors. v,w are dependent if and only if v =
rw for real number r.

Ex 3 Is {v1,vp,v4} linearly dependent set?



Let r,s,t € R be such that

rvy] + svo +tvz =0

then we get the following homogenous equa-
tion in r,s,t.

r+s+t=0
2r+ 4t =20
s+t=20

T he coeffcient matrix is the following:

ON =
_ O
_ =

R> replaced by Ro — 2R,

1 1 1
O —2 -1
O 1 1




interchange Ry, R3

1 1 1
0 1 1
0 —2 -1

Replace R3 by R3 + 2R».

OO
O E
==

Sot=0,s4+t=0andr+s+t=20, i.e.

r=s=1t=0. S0 vy1,vp,v4 are linearly inde-
pendent.

EXx 4 Does the following matrices form a lin-
early independent set?

ERE R



to the set?

What if we add the matrix [é 1




Thm LetV beav.s. and vq,...,vp, € V. The
set {v1,...,vn} is lin. depend. if and only if one
of the vector in this set can be written as a
linear combination of the other vectors in the
set.

proof If {vq,...un} is linearly dependent set then

there exist r1,....,rn, € R not all zero so that
rivy + ... + rpuvp, = 0. Let r; = 0.

—rv; = riv1+... 1Y -1+ 741411+ Tron

Since r; # 0, we can multiply the above by —+
to get
—Tr;— —Tr; —r
Vi = U1—|— -+ 1Uz'—1+ i+l Vip1t..T =y
T ) &) i

So v; is a |l.c. of the other vectors.




Conversely, suppose one of the vector is a |.c.
of other vectors. i.e.,

v; =811+ ...+ s;_1v,_1 + Si4+1Vi4+1 4+ ...+ spun

for some real numbers sq, ..., sn.

Then we get,

s1v1+...+s;—1v;i—1+(=1)v;+s;41v;41+...+spvn = 0

Since the coefficient of v; is nonzero, {v1,...,vn}
IS a lin. depend. set.



Defn Let V be a vector space. A subset {v1,vo, ...

is said to be a basis of V if {vq,...,un} is a |.i.
set and it spans V.

Ex 1 {(1,0),(0,1)} is a basis of R2. More
basis of R27?

Ex 2 {1,z,22, 23,2%, ...,2"} is a basis on P,
polynomials of degree at most n.

Ex 3 Give a basis of M(2,2).



Shortly we will prove the following theorem:

Thm Let V be a v.s. If {vq,...,un} is a basis
of V and {wjq,...,wm} is also a basis of V then

N — M.
We will prove the following result first:

Thm Let V be a v.s. If {vq,...,un} is a L.i.
subset of V and {wq,...,wm} spans V then m >

mn.
proof

Since {w1,...wm} spans V, every v; is a I.c. of

{wl, ,wm}

So there are real numbers ¢;; such that



v1 = c11w1 + c1owo + ... + c1mWm
Vo = co1wi + coowo + ... + CcopWm

Unp = Cp1W1 + Cpowos + ... + cnmwm

Suppose m < n then the following system of
homogeous equations has a non trivial solu-
tion:

c11x1 +co1xo0+ ... +cp1xn =0
c1o2x1 + cooxo + ... +cpoxn =0

c1mZ1 + comxo + ... + cnmxn = 0

since there are more variables and less equa-
tions.



Let x1 = rq,...,zn = rn, be a nontrivial solution.
Then

11 + i TnUn —
r1c11W1 + Tr1C12W + ... + T1CImWmt
roco1wi + rocoowo + ... + rocoWm+

(c11r1 + co172 + ... + cpirn)wi+
(c1om1 + cooro + ... + cporn)wo+
(c1mr1 + comro + ... + cnmrn)wm

=0



T his contradicts the linear independence of the
set {v1,...,un}.

[[End of proof]]

Thm Let V be a v.s. If {vq,...,un} is a basis
of V and {wjq,...,wm} is also a basis of V then
n —m.

Proof

Since {v1,...,vn} is a Li. set and {wi,..., wm}
generates V, by previous theorem m > n.

Also Since {wq, ..., wn }isa l.i. set and {v1,...,vn}
generates V, by previous theorem n > m.

Hence n = m.

[[End of proof]]



Defn Let V be a v.s. the dimension of V is
the number of elements in a basis of V.

Remark By above theorem dimension of V is
well defined.

Ex What is the dimension of R"7?

Ex What is the dimension of P"7

Ex What is the dimension of M(2,2)7

Defn A v.s. is said to be finite dimensional
if it has a basis consisting of finite number of
elements. Otherwise it is called infinite dimen-
sional v.s.

Ex P, the set of polynomials is an infinite di-
mensional v.s.



Thm Suppose {vq,...,vn} Spansa v.s. V. Then
some subset of {vq,...,vn} is a basis of V.

proof If {vq,...,vn} is a lLi. set then {vq,...,vn}
IS @ basis and we are done.

Otherwise, {v1,...,vn} is linearly dependent. So
by Thm 3.5, one of the vector is a |.c. of the
others. Let

v; = 8101 + ... + 8;—1v;—1 + 8;41Vj41 T+ ... + Snvn

Let uw € V, then
u=rivy+..+rv;,+ ... +rapvn
=rivy+..+r_1v,—1+
ri(s1v1 + ... + 8;-1v;—1 + Sj+1Vi41 + ... + SnUn)

+rip1vi41 + .o + TRUR



So {v1,..:sVj—1,Vi41,-.-,Un} SPaANs V.

If {v1,...,v-1,Vi41,...,vn} IS l.i. then itis a basis
of V, it is a subset of {vq,...,un} and we are
done.

Otherwise keep continuing the above steps to
get smaller subsets which spans V.

Eventually we will stop with a l.i. set or an
empty set. If we get an empty set means V =
{0} and is spanned by the empty set. In this
case the basis of V is the empty set.

[[End of proof]]



Corollary If a v.s. V is spanned by finite num-
ber of vectors then V is finite dimensional.

Proof Let {vq,...,vn} Spans V.

By the above theorem, V has a basis consisting
of at most n elements.

So V is finite dimensional.

Ex {z2+z+2,2°+1,z+1, 22+ 22,322 +2zx+ 1}
spans P2, Find a subset which is a basis.



Lemma Let {vq,...,un} be a li. subset of a
v.s. V. If v e Visnot al.c. of {vq,...,uvn} then
{v1,...,on,v} is a Li. set.

Proof

Let rq,...,mn,r De real numbers such that
rivy + rovo 4+ ... +rpop +rv =20

If » #= 0 then

-7 —7D —rn

vy + v+ .. T

which contradlcts the hypothesis.

V —

Sor =0 and

r1U1 —|— [B9X%9) —|— —|— 'mUn — 0
But {v1,...,un} is a L.i. set.

So r; = 0 for all =. And we know that r = 0.
Hence {vq1,...,vn,v} is a L.i. set.

[[End of Proof]]



Thm Let {vq,...,vn} be a l.i. subset of a finite
dimensional v.s. V. There exist v,41,vp42,.--,Vm €
V', where m is the dimension of V such that
{v1,...,vm} is a basis of V.

proof If {vq,...,vn} spans V then {vq,...,vn} is
a basis.

m = n and we are done.
Otherwise let v,,4 1 € V but notin < vy, ...,vp >.

Then by the above theorem, {vi,...,Un,vp41}
is a |.i. set.

Continue the above process to obtain v,41,...,vm €
V' so that

{v1, .., vn, V41, - Um} iS @ Li. set.



If {v1,...,vn, V41, ...,vm} does not span V then
by previous theorem there exist v € V so that

{v1, .., Un, V41, ..., Um, v} S L. set.

But dimension V is m. So V can be spanned
by m elements.

So by thm 3.9, V cannot have a l.i. set contain
more than m elements.

A contradiction. So {vy,...,Vn, V41, ..., Um} SPANS
V and hence is a basis of V.

EXx Extend the following to a basis of M (2,2).

HEEEH



Cor Let S be a subspace of a v.s. V then
dim(S) < dim(V).

proof If {vq,...,vn} is @ basis of S then it is a
l.i. subset of V.

By above theorem, dim(V) > n = dim(S).
[[End of Proof]]
Cor If dim(V) = n and {vy,...,vn} is l.i. then

it is a basis of V. If {wq,...,wn} spans V then
{wq,...,wp} is a basis of W.



Consider the following vectors in R?,

(1,1),(1,2),(1,0)
They span R2 but they are not a basis.

A vector (5,21) can be expressed in many ways
using these vectors.

(5,21) = 5(1,1) 4+ 8(1,2) — 8(1,0)
= 21(1,1) — 16(1,0)

= (1,1) + 10(1,2) — 6(1,0)

But (1,1),(1,2) is a basis.
(5,21) = —11(1,1) + 16(1,2)

there is no other l.c. of (1,1) and (1,2) which
will give (5,21).

Let B= {(1,1),(1,2)} be an ordered set. i.e.
we remember the order in which the elements
are listed. Then the co-ordinates of (5,21)
with respect to B is (—11,16)p.



We shall switch notation for R™.

A nx1 coloumn matrix will denote an element

of R™.

Defn Let V be a v.s. and B = {vq,...,un} be

an ordered basis of V. Let u e V.

coordinate of uw with respect to B

if u=rivy + rovo + ... + rpun.
i

. T
We write u = |' 2

r1
r2

iIs the



Ex 1 Let B={eq,...,en} be the ordered stan-
dard basis of R".

y o
T r
Then _2 = _2
| T'n | "nl g

Ex 2 Note B={z+2,2—2,z(z—2),22(z—2)}
is a basis of P3. Write the coordinates of 23 —2
w.r.t. B.

Thm Let {vq,...,vn} be a subset of a v.s. V.
{v1,vp,...,un} IS @ basis of V if and only if for
every u € V, there exist unique rq,....,mn, € R so

that v = rqv1 + rovo + ... + rpun.



proof

(=)

Let uw € V. Since {vq,vp,...,un} iS @ basis there
exist r1,...,rn, € R such that

u = 1r1v] + rovo + ... + rpun

We only have to show unigueness. Suppose
there exist s1,...,sn € R so that

U = s1v1 + sovo + ... + spun

substracting the two expression, we get

O=1(r1 —s1)vyi+ (ro —s2)vo+ ...+ (rn, — sp)vn

Since {v1,vp,...,vn} is Li., r; —s; = 0 for all 4.

So r; = s; for all ¢« proving unigeness of rq, ..., rn.



(<)

By hypothesis, {v1,v5,...,vn} Spans V.

rivy +rovo+ ... +rpvp, =0

and

Ovy +0vo + ...+ Ovp, =0

So by uniqueness, r;, = 0 for all 1.

{v1,v2,...,vn} is Li.

Hence {v1,vp,...,vn} is a basis.

Hence



Chapter 4: Inner products

We shall define various operations on vector
spaces which is behaves like multiplication. These
operations are called inner products.

Inner product is a function from V x V to R,
where V is a vector space. So given a pair of
vectors, you can “multiply” them to get a real
number.



Defn Let V be a vector space. A function
which assigns a real number (v, w) to vectors
v,w € V is said to be an inner product if the
function satisfies the following properties. Let
u,v,w be any vectors in V

1. (v,v) > 0 and (v,v) = 0 if and only if v = 0.
2. (v,w) = (w,v).

3. (rv,w) = r{v,w) = (v, rw) for any r € R.

4. {u+v,w) = (u,w) + (v, w).

V together with an inner product is called an
inner product space.



Example Let V = R3, define (v,w) := v - w,
the dot product. i.e. <(a1,a2,a3), (bl,bQ,b3)> =
a1b1 + azby + azbs.

This is an inner product on R3.

More generally, on R"™ the following is an inner

product <(a1,a2, ...,an), (bl,bQ, cee bn)> = a1b1 +

Thm Let V be a vector space and (.,.) be an
inner product on V. Then

(v,0) = (0,v) =0 and

(u, v + w) = (u,v) + (u, w).



proof (v,0) = (0,v) by axiom 2 of inner prod-
uct.

Shall show (0,v) =
(04 0,v) = (0,v) 4+ (0,v) by axiom 4
= (0,v) = (0,v) + (0, v)
= (0,v) = (0,v) = (0,v) + (0, v) — (0, v)
= (0,v) =0

(u, v+ w) = (v+ w,u) (by axiom 2)
(v,u) + (w,u) (by axiom 4)
(u,v) + (u,w) (by axiom 2)

[[End of proof]]



Examples (1) For a < b real numbers, let
V = C(la,b]) be the vector space of contin-
uous real valued function on the interval [a,b].
The following is an inner product on V:

For f,g €V let

(.9 = [ F@)g(a)dr

a

(2) On R™ the following is an inner product

((a1,a2,,a3), (b1,b2,b3)) = 2a1b1+V3asba+manbn

(3) On P3 there is an inner product given by

1
(o1 = [ f@)g(a)de
and
(f,9)2 = agbg + a1b1 + asbo + azb3

where f(x) = ao+a1x—|—a2x2—|—a3az3 and g(z) =
bo + b1z + box? + baa3



Defn A norm is a function from a an inner
product space (V,(.,.)) to R given by ||v|| =

(v,v)

Thm Let V be an inner product space and
veV.

1. [lv|| >0 and |[v|| = 0 if and only if v = 0.

2. ||rv|| = |r|]||v|| for any r € R.



R™ will be viewed as an inner product space
where the inner product (v, w) is the dot prod-
uct v - w, unless otherwise mentioned.

Thm Let 0 be the angle between two nonzero
vectors v, w in R™, then

v-w = |[v]| [[w]| cos(0)

Remarks

(1) So given two nonzero vectors v,w € R",
the angle between v and w is given by
VW

0 = arccos( ); where 6 € [0, 7]
[[v]] {|w]

(2) Note that 6 =« /2 if and only if v-w =0

Defn Two vectors v,w in R™ are said to be
orthogonal if v-w = 0.

Remark 0 is orthogonal to very vector in R".



Example

Let V = {v € R3|v is orthogonal to (1,2,3)}.
Show V is a subspace of R3. Find a basis of
V.

Orthogonal projection



Thm (Cauchy-Schwarz Inequality) Let V be
an inner product space and v,w € V.
Then (v,w) < ||v]][|w]].

Proof If v = 0 or w = O then both sides are
zero and the inequality holds.

SO assume v,w are nonzero vectors. SO a =
1/||v|| and b= 1/||w|| are real numbers.

(av — bw,av — bw) > 0
= (av,av — bw) — (bw, av — bw) > 0
= (av, av) — {av, bw) — (bw, av) + (bw,bw) > 0
= a?||v||2 — 2ab(v, w) + b2||w||2 > 0

il—%-klzo

[ol] [w]]



= |[vl[ [|w]| = (v, w)
[[End of Proof]]

Thm (Triangle inequality) Let V be a inner
product space and u,v € V then |ju 4+ v|| <

[Jul| =+ |||
2 __ 2 2
Proof ||u + v|[* = ||u[]* 4+ 2(u, v) + |[|v]]
< [ul[? 4 2[[ul| [|Jv|]| 4 [|v||* by Cauchy’s
Schwarz inequality
= (JJul] + [Jv]])?
= ||u + v[| < [|ul| + [|v]]

[[End of proof]]



Defn Let V be an innerproduct space and u €
V' be nonzero vector. For a vector v € V the
orthogonal projection of v on u is denoted by
proju(v) and defined as

(u, v)

proju(v) = 1 ¢

Remark v —proj,(v) is orthogonal to u. Hence

v = proju(v) + (v — proju(v)

IS a decomposition of v into two orthogonal
components.

Defn Let V be an inner product space. A
vector v € V is said to be a unit vector if
Jul] = 1.

Example Let (1,2,3) € R3. Find a unit vector
which has the same direction as (1,2, 3).



Defn Let V be an inner product space. A
subset S of V is said to be orthogonal set if
given any two distinct vectors u,v € S u is
orthogonal to v. Moreover, if each vector in S
is a unit vector then S is called an orthonormal
set.

Example In R3, {(1,0,0),(0,2,0),(0,0,3)} is
an orthogonal set.

In general in R”, {eq,...,en} is an orthonormal
set.

Thm Let {vq,...un} be orthogonal set of nonzero
vectors in an inner product space V then {vq,...,vn}
IS a linearly independent set.



proof Suppose for some real number r1,ro, ..., n,

rivy + rovo + ... +rpvp, =0

Then for each 1,
= <’UZ', T1U1 -+ T2V 4+ ...+ Tn’l)n> = <’UZ', O>
= (v;, r1v1) + (v;, rov2) + ... + (v;, rpvn) = 0

= ’I“]_<’U7;,’U]_> + T2<'U7;,’UQ> + —|— ’I“n<’l)i,’un> =0

Since {v1,...vn} is an orthogonal set, (v;,v;) =0
for 7 =14. So

ri(vi, v;) = 0

= T = O (Since V; 75 O.)

Hence {vq,...,vn} are l.i.



Defn A subset {v1,...,vn} Of an inner product
space V is said to be an orthogonal basis if
{v1,...,vn} iSs @ basis and an orthogonal set.

{v1,...,vn} is said to be an orthonormal basis if
{v1,...,vn} IS @ basis and an orthonormal set.

Examples

Next we shall see that from any given basis of
an IP space V be can obtain an orthonormal
basis by an algorithm called Gram-Schmidt or-
thonormalization process.



