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CONTRACTIONS WITH POLYNOMIAL CHARACTERISTIC FUNCTIONS

I. GEOMETRIC APPROACH

CIPRIAN FOIAS AND JAYDEB SARKAR

Abstract. In this note we study the completely non unitary contractions on separable
complex Hilbert spaces which have polynomial characteristic functions. These operators are
precisely those which admit a matrix representation of the form

T =





S ∗ ∗
0 N ∗
0 0 C



 ,

where S and C∗ are unilateral shifts of arbitrary multiplicities and N is nilpotent. We prove
that dimension of kerS∗ and dimension of kerC are unitary invariants of T and that N , up
to a quasi-similarity is uniquely determined by T . Also, we give a complete classification of
the subclass of those contractions for which their characteristic functions are monomials.

1. Introduction

One of the central problems in operator theory is the classification (up to unitary equiv-
alence) of bounded linear operators on an infinite dimensional separable Hilbert space. In
all this generality the problem may not have a satisfactory solution. Therefore, the focus of
research on this problem was (and it still is) on classes of operators for which one can identify
useful (unitary) invariants (e.g. [2], [4], [7], [8], [9], [11] and [12]). The topic of this article is
the class of all c.n.u. contractions for which the characteristic functions are operator-valued
polynomials.

To be more specific, we recall the following basic concepts. A contraction T on a Hilbert
space H, (i.e. ‖Th‖ ≤ ‖h‖ for all h in H) is completely non unitary (or also, c.n.u.) if there
is no non-trivial T -reducing subspace M of H such that T |M is unitary. An operator valued
analytic function Θ: D → L(E , E∗) for some Hilbert spaces E and E∗ is said to be contractive
if

‖Θ(z)h‖ ≤ ‖h‖, h ∈ E ,

and purely contractive when it satisfies also

‖Θ(0)f‖ < ‖f‖, f ∈ E and f 6= 0.

It is known (see [9], Chapter VI) that there is a bijective correspondence between the class of
purely contractive operator valued analytic functions “modulo coincidence” and the class of
c.n.u. contractions “modulo unitary equivalence”. More precisely, for a given contraction T ,
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one can define the defect operators DT = (IH − T ∗T )
1
2 and DT ∗ = (IH − TT ∗)

1
2 with defect

spaces DT = RanDT and DT ∗ = RanDT ∗ . Then the characteristic function of the contraction
T is the L(DT ,DT ∗)-valued purely contractive analytic function defined by

(1.1) ΘT (z) = [−T + zDT ∗(IH − zT ∗)−1DT ]|DT
,

for all z in D. Two operator valued analytic functions Θ: D → L(M,M∗) and Ψ : D →
L(N ,N∗) are said to coincide if there exist two unitary operators τ : M → N and τ∗ : M∗ →
N∗ such that τ∗Θ(z) = Ψ(z)τ . Two c.n.u. contractions T on H and R on K are unitarily
equivalent (that is, there is a unitary operator U from H to K such that T = URU), if and
only if the characteristic functions ΘT (z) and ΘR(z) coincide. The converse of this fact is also
true (see [9], Theorem 3.4). Moreover, for a given L(E , E∗)-valued purely contractive analytic
function Θ(z) defined on D, there exists a c.n.u. contraction T on some Hilbert space such
that ΘT (z) coincide with Θ(z).

In this paper we prove that a c.n.u. contraction T has a polynomial characteristic function
of degree n if and only if T admits a matrix representation

(1.2) T =





S ∗ ∗
0 N ∗
0 0 C



 ,

where S and C∗ are unilateral shifts of arbitrary multiplicities and N is a nilpotent operator
of order n. We stress that the spaces on which one (or two) of the diagonal entries of (1.2)
acts may be {0} and the representation (1.2) becomes one of the following

T =

[

S ∗
0 N

]

,

[

S ∗
0 C

]

,

[

N ∗
0 C

]

, or
[

S
]

,
[

N
]

,
[

C
]

.

For convenience, we will refer to these representations as degenerate forms of (1.2).
One of our aims is to identify some properties of the diagonal entries in (1.2) which are

unitary invariant of T .
In the next section, we study some relatively simple examples which inspired our research,

namely the c.n.u. contractions for which the characteristic function is a scalar polynomial of
degree ≤ 1. We point out that even for this simple case there are natural questions which are
not trivial.

In Section 3, we give the results already mentioned before, namely - the c.n.u. contractions
with a polynomial characteristic function are precisely those which have a upper triangular
representation (1.2). Moreover, we define and study two canonical such representations.

In Section 4 we show that the multiplicities of the shift S and the co-shift C in the triangular
representation (1.2) are unitary invariants of T .

In Section 5 we define the ”minimal” versions of the canonical upper triangular represen-
tations of type (1.2) considered in Section 3 and show that their ”central” nilpotent entries
are quasi-similar.

In Section 6 we study the degenerate forms of the representation (1.2), and characterize
them in term of the characteristic function of T .

Then, in Section 7, we consider the special case of the monomial characteristic functions.
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2. An Illustrative Example

In this section, we give a concrete example for which the resolution of our general problem
presented in the introduction can be obtained by elementary computations. In particular,
this example serves as a paradigm for our general considerations, since it provides a complete
picture of the c.n.u. contractions for which the characteristic functions coincides with a scalar
polynomial of degree one.

Let l2(Z) be the Hilbert space of all square summable sequences given by

l2(Z) =

{

(αn) = (. . . , α2, α1, α0, α−1, α−2, . . .) : αk in C and
∑

k∈Z

|αk|
2 < ∞

}

,

with the standard orthonormal basis {en, e0, e−n}n≥1. First we construct a bounded linear
operator on l2(Z) as follows:

Definition 2.1. Let a, b, c be in D̄ and Ta,b,c be the bounded linear operator on l2(Z) defined
by

(2.1) Ta,b,cen =







ae1 if n = 0
be0 + ce1 if n = −1
en+1 if n 6= 0,−1.

The adjoint of Ta.b.c is given by

(2.2) T ∗
a,b,cen =







āe0 + c̄e−1 if n = 1
b̄e−1 if n = 0
en−1 if n 6= 1, 0.

It is easy to see that with respect to the decomposition of l2(Z) as

l2(Z) = H1 ⊕H0 ⊕H−1,

where H1 = span{e1, e2, . . .}, H0 = span{e0} and H−1 = span{e−1, e−2, . . .}, Ta,b,c can be
expressed as the upper triangular matrix
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(2.3) Ta,b,c =





S ∗ ∗
0 N ∗
0 0 C



 =









































...
...

...
...

...
...

...
...

...
... 0 1 0 0 0 0 0

...
... 0 0 1 0 0 0 0

...
... 0 0 0 a c 0 0

...
... 0 0 0 0 b 0 0

...
... 0 0 0 0 0 1 0

...
... 0 0 0 0 0 0 1

...
... 0 0 0 0 0 0 0

...
...

...
...

...
...

...
...

...
. . .









































,

where S is the shift of multiplicity one on H1, N (= 0) is the nilpotent of order one on H0

and C is the co-shift of multiplicity one on H−1.
Observe that Ta,b,c is a contraction if and only if the matrix

Qa,b,c =

[

a c

0 b

]

is a contraction. It is elementary to check that Qa,b,c is a contraction if and only if

(2.4) |a|2 + |c|2, |b|2 + |c|2 ≤ 1

and

(2.5) c = γ(1− |a|2)
1
2 (1− |b|2)

1
2 ,

where γ is in D̄. We assume the conditions (2.4) and (2.5) on a, b and c so that the operator
Ta,b,c is a contraction.

Notice that Ta,b,c is the bilateral shift when |a| = |b| = 1 and c = 0. Thus to avoid this
special case, in what follows we will assume that {a, b} ∩ D 6= φ.

The squares of the defect operators of the contraction Ta,b,c are given by

(2.6) (I − T ∗
a,b,cTa,b,c)en =







0 if n 6= 0,−1
(1− |a|2)e0 − ac̄e−1 if n = 0

−āce0 + (1− |b|2 − |c|2)e−1 if n = −1,

and

(2.7) (I − Ta,b,cT
∗
a,b,c)en =







0 if n 6= 1, 0
(1− |a|2 − |c|2)e1 − bc̄e0 if n = 1
−b̄ce1 + (1− |b|2)e0 if n = 0.

Lemma 2.2. The defect spaces DTa,b,c
and DT ∗

a,b,c
of Ta,b,c are one dimensional if and only if

(2.8) (1− |a|2)(1− |b|2)(1− |γ|2) = 0.
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In particular, if a, b are in D, then (2.8) is equivalent to |γ| = 1 in the representation (2.5)
of c.

Proof. Due to (2.6) and (2.7), the defect spaces of Ta,b,c are of dimension one if and only if
the determinants of the matrices

[

1− |a|2 −āc

−ac̄ 1− |b|2 − |c|2

]

and

[

1− |a|2 − |c|2 −bc̄

−b̄c 1− |b|2

]

are zero, which is equivalent to the condition (2.8).

According to this last result Ta,b,c will have a scalar characteristic functions if and only if
(2.8) holds. Therefore, throughout this Section 2 we will assume that (2.8) holds.

Now we study the special case when c = 0. In this case, by (2.5) we have either |a| = 1
or |b| = 1. Let |a| < 1 and |b| = 1. By (2.6) and (2.7) it follows that DTa,b,0

= Ce0 and
DT ∗

a,b,0
= Ce1. Moreover, ΘTa,b,0

(z) = aICe0→Ce1 for all z in D, where ICe0→Ce1 maps e0 into e1.

Thus ΘTa,b,0
(z) coincides with the scalar constant function Θ(z) = a for all z in D. Similarly,

if |a| = 1 then ΘTa,b,0
(z) coincides with the scalar constant function Θ(z) = b for all z in D.

We have thus obtained the following proposition.

Proposition 2.3. Let max{|a|, |b|} = 1 or equivalently, c = 0 and {|a|, |b|} ∩ D 6= φ. Then
the characteristic function of Ta,b,0 coincides with the scalar characteristic function Θ(z) =
m = min{|a|, |b|} for all z in D.

Thus we have the following complement to Proposition 2.3.

Remark 2.4. (i) In case m > 0, ( a
|a| ,

b
|b|) can be any fixed element of T2 and all Ta,b,0 are

unitarily equivalent with T|a|,|b|,0.
(ii) In case m = 0, then if a 6= 0, Ta,0,0 is unitarily equivalent to T|a|,0,0 and a

|a| can be any

fixed element of T while if b 6= 0, the similar fact holds for T0,b,0.

We shall now consider the case when c 6= 0.

Proposition 2.5. Let a, b and c satisfy the condition (2.5) with |γ| = 1 and c 6= 0. Then

ΘTa,b,c
(z) = (−ab) + cz,

or equivalently,

ΘTa,b,c
(z) = (−ab) + γ(1− |a|2)

1
2 (1− |b|2)

1
2 z.

Proof. We conclude from (2.5), (2.6) and (2.7) that

D2
Ta,b,c

en =







0 if n 6= 0,−1
−(1−|a|2)

c
(a(1− |b|2)e−1 − ce0) if n = 0

ā(a(1− |b|2)e−1 − ce0) if n = −1

and

D2
T ∗

a,b,c
en =







0 if n 6= 1, 0
−bc̄

1−|b|2 ((1− |b|2)e0 − b̄ce1) if n = 1

(1− |b|2)e0 − b̄ce1 if n = 0.
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In particular, the defect spaces are given by DTa,b,c
= Cu and DT ∗

a,b,c
= Cv, where u =

a(1− |b|2)e−1 − ce0 and v = (1− |b|2)e0 − b̄ce1. Moreover, we have

Ta,b,cu = (−ab)v,DTa,b,c
u =

√

1− |a|2|b|2u,DT ∗

a,b,c
v =

√

1− |a|2|b|2v,

and
DT ∗

a,b,c
u =

c
√

1− |a|2|b|2
v.

Thus DT ∗

a,b,c
DTa,b,c

u = cv and hence by virtue of (1.1), the characteristic function of Ta,b,c

is given by
ΘTa,b,c

(z) = (−ab) + cz.

It is elementary to check the following characterization of a purely contractive scalar poly-
nomial of degree one.

Lemma 2.6. Let α, β ∈ C. Then the one degree polynomial

Θ(z) = α + βz (z in D)

is purely contractive if and only if

(2.9) |α|+ |β| ≤ 1 and |α| < 1.

Remark 2.7. Since each characteristic function is pure, so α and β given by α = −ab and
β = c with a, b, c as in Proposition 2.3 or Proposition 2.5 will satisfy the conditions in (2.9).
Conversely if two complex numbers α and β satisfy (2.9) then it is easy to check that there
exist two real numbers a and b satisfying α = −ab and (2.5) with c = β and |γ| = 1.

Since the unitary part of Ta,b,c can not be connected to the characteristic function ΘTa,b,c
(z),

we need to determine when that unitary part is not present, that is, when Ta,b,c is c.n.u. The
answer to this question is given by the following.

Proposition 2.8. Let a, b and c satisfy the condition (2.5) with |γ| = 1 and c 6= 0. Then the
contraction Ta,b,c is c.n.u. if and only if |c| < 1.

Proof. If |c| = 1 then due to (2.4) we have a = b = 0. So Ta,b,c is the direct sum of the
operator 0 on H0 and the bilateral shift U defined on H1 ⊕H−1 by

Uen =

{

en+1 if n 6= −1
ce1 if n = −1.

Thus the contraction Ta,b,c is not c.n.u.
Conversely, assume |c| < 1. Consider a Ta,b,c-reducing subspace M of l2(Z) such that

Ta,b,c|M is unitary operator and let (αk) be a vector in M.
Case 1 (when a = 0): We know from (2.1) that α0 = 0. As T ∗l

a,b,c(αk) is in M for all l ≥ 1,
(2.6) says precisely that αl = 0 for all l ≥ 1. Also αl = 0 for all l < 0 follows from the fact
that T l

a,b,c(αk) is in M for all l ≥ 0. Hence M = {0}.
Case 2 (when b = 0): This follows from Case 1 by considering T ∗

a,b,c instead of Ta,b,c.
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Case 3 (when all a, b, c 6= 0): By (2.7) and (2.6) we have

α1 =

(

1− |b|2

1− |a|2

)
1
2 γ

b
α0 and α−1 =

(

1− |a|2

1− |b|2

)
1
2 γ̄

ā
α0.

By repeated application of T ∗
a,b,c and Ta,b,c on (αk) we obtain that

αk+1 =

(

1− |b|2

1− |a|2

)
k+1
2 (γā

b

)k+1 α0

ā
and α−(k+1) =

(

1− |a|2

1− |b|2

)
k+1
2
(

γ̄b

a

)k+1
α0

b
,

for all k ≥ 1. Therefore for all k ≥ 1

|αk+1| =

(

1− |b|2

1− |a|2

)
k+1
2

|
a

b
|k+1|

α0

a
| and |α−(k+1)| =

(

1− |a|2

1− |b|2

)
k+1
2

|
b

a
|k+1|

α0

b
|.

This with Cauchy-Schwarz inequality gives

N
|α0|

2

|a||b|
=

N
∑

k=2

|αk||α−k| ≤

(

N
∑

k=2

|αk|
2

)

1
2
(

N
∑

k=2

|α−k|
2

)

1
2

,

for all N ≥ 2 and hence since (αk) is in l2(Z), we must have α0 = 0 and so (αk) = 0.
Therefore, M = {0} and this completes the proof.

Remark 2.9. Proposition 2.5 and 2.8 entail that if the polynomial Θ(z) in Lemma 2.6 is a
characteristic function of a c.n.u. contraction Ta,b,c then β ∈ D.

Summarizing the previous results we obtain the following.

Theorem 2.10. The scalar polynomial Θ(z) = α+ βz is a characteristic function of a c.n.u.
contraction if and only if |α| < 1 and |α|+ |β| ≤ 1. In this case a c.n.u. contraction for which
the characteristic function coincides with Θ is unitarily equivalent to any contraction Ta,b,c

defined by the equation (2.1), where c = β and a, b ∈ D satisfy ab = −α and (1−|a|2)(1−|b|2) =
|β|2.

A natural question related to Theorem 2.10 is whether the diagonal terms in a triangular
representation of

T = Ta,b,c =





S ∗ ∗
0 N ∗
0 0 C



 ,

where S and C∗ are shifts and N is a nilpotent operator of order one are unitary invariants of
T . To have a good indication that the question is not trivial, let us consider the case α = 0,
or to be more specific, the case a = 0. Then b 6= 0 and the operator Ta,b,c has the triangular
representation (2.3) and as well the following



8 FOIAS AND SARKAR

(2.10) Ta,b,c =





S ∗ ∗
0 N ∗
0 0 C



 =















































...
...

...
...

...
...

...
...

...
...

... 0 1 0 0 0 0 0 0
...

... 0 0 1 0 0 0 0 0
...

... 0 0 0 1 0 0 0 0
...

... 0 0 0 0 0 c 0 0
...

... 0 0 0 0 0 b 0 0
...

... 0 0 0 0 0 0 1 0
...

... 0 0 0 0 0 0 0 1
...

... 0 0 0 0 0 0 0 0
...

...
...

...
...

...
...

...
...

...
. . .















































,

for which the shift and the co-shift are unitarily equivalent to their analogues in (2.3) but the
two ”central” nilpotent operators are

[

0
]

and

[

0 0
0 0

]

,

which are not even similar.
In what follows, we will study the general variant of the above question for the class of

c.n.u. contractions with operator valued polynomial characteristic functions.

3. Polynomial characteristic functions

To start the study of the c.n.u. contractions with polynomial characteristic functions, we
need to recall that the order of a nilpotent operator N is the smallest power p for which
Np = 0.

Proposition 3.1. Let H be a Hilbert space with the decomposition H = H1⊕H0⊕H−1. Also
let S in L(H1) be an isometry, N in L(H0) be a nilpotent of order n and C be a co-isometry
in L(H−1). Then the characteristic function of any contraction of the form

T =





S ∗ ∗
0 N ∗
0 0 C





is a polynomial of degree ≤ n.

Proof. It is easy to see that

D2
T =





0 ∗ ∗
∗ ∗ ∗
∗ ∗ ∗



 .
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Let

DT =





A B C

B∗ ∗ ∗
C∗ ∗ ∗



 ,

where A is a self adjoint operator. Then,

D2
T =





A2 +BB∗ + CC∗ ∗ ∗
∗ ∗ ∗
∗ ∗ ∗



 =





0 ∗ ∗
∗ ∗ ∗
∗ ∗ ∗



 .

Thus the sum of positive operators A2 + BB∗ + CC∗ is the zero operator and consequently
A = 0, B = 0 and C = 0, and

DT =





0 0 0
0 ∗ ∗
0 ∗ ∗



 .

In a similar way we deduce

DT ∗ =





∗ ∗ 0
∗ ∗ 0
0 0 0



 .

Moreover,

T ∗k =





S∗k 0 0
∗ N∗k 0
∗ ∗ C∗k





so that DT ∗T ∗kDT = 0 for all k ≥ n. Thus from (1.1) we obtain

ΘT (λ) = [−T +

n
∑

k=1

λkDT ∗T ∗k−1DT ]
∣

∣

∣
DT

which is a polynomial of degree ≤ n.

Remark 3.2. If in Proposition 3.1 we consider the representation of the operator Ta,b,c with
a, b, c ∈ D \ {0} in which H0 = Ce1 + Ce0 + Ce−1 then N is of order 3. Although the
characteristic function is a polynomial of degree one. Thus in Proposition 3.1, the degree of
the characteristic function can be less than the order of N .

Next we consider a converse of Proposition 3.1.

Theorem 3.3. Let T be a c.n.u. contraction on H such that the characteristic function ΘT

is a polynomial of degree n. Then there exists three subspaces H1,H0,H−1 of H such that
H = H1⊕H0⊕H−1 and with respect to that decomposition, T admits the matrix representation

(3.1) T =





S ∗ ∗
0 N ∗
0 0 C




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where S in L(H1) is a pure isometry, N in L(H0) is a nilpotent of order n and C in L(H−1)
is a pure co-isometry; in particular, S and C∗ are shifts of some multiplicities on H1 and
H−1 respectively.

Furthermore in the class of representations (3.1) with the above specified properties there
exist unique representations

T =





S(c) ∗ ∗
0 N (c) ∗
0 0 C(c)



 on H = H(c)
1 ⊕H(c)

0 ⊕H(c)
−1,(3.2)

T =







S
(c)
∗ ∗ ∗

0 N
(c)
∗ ∗

0 0 C
(c)
∗






on H = H(c)

1∗ ⊕H(c)
0∗ ⊕H(c)

−1∗(3.3)

such that

H(c)
1 ⊂ H1, H(c)

−1 ⊃ H−1,(3.4)

H(c)
1∗ ⊃ H1, H(c)

−1∗ ⊂ H−1(3.5)

holds for all other representations (3.1) in the class; moreover H(c)
−1, respectively H(c)

1∗ , is the
maximal invariant subspace of T ∗, respectively T , on which T ∗, respectively T , is isometric.

Proof. By the given assumption, it follows that DT ∗T ∗(n+k)DT = 0, which is equivalent to
DTT

(n+k)DT ∗ = 0 for all k ≥ 0. Define

H(c)
1 = span{T kh : h ∈ in DT ∗ , k ≥ n}.

It is easy to see that the subspace H(c)
1 of H is an invariant subspace of T and T |H1 is a pure

isometry. The last claim follows directly from the fact T is c.n.u. and that ‖Th‖ = ‖h‖ if

and only if DTh = 0 for h in H. Now we construct another T invariant subspace M ⊇ H(c)
1

defined by

M = span{T kh : h ∈ DT ∗, k ≥ 0},

and a semi-invariant subspace of T as H(c)
0 = M⊖H(c)

1 . We claim that the operator N (c) =

P
H

(c)
0
T |

H
(c)
0

on H(c)
0 is a nilpotent of order n. The claim follows once we observe that N (c)k =

P
H

(c)
0
T k|

H
(c)
0

for any k ≥ 0, that T nM ⊆ H(c)
1 and then by Theorem 3.1. Therefore, we obtain

that

T |
H

(c)
1 ⊕H

(c)
0

=

[

S(c) ∗
0 N (c)

]

,

where S(c) = T |
H

(c)
1

is a pure isometry. Now we prove that the operator C(c) on the T co-

invariant subspace H(c)
−1 = H ⊖M defined by C(c) = P

H
(c)
−1
T |

H
(c)
−1

is a co-isometry. Note that

h is in H(c)
−1 if and only if DT ∗T ∗kh ⊥ H for all k ≥ 0, or in other wards

(3.6) H(c)
−1 = {h ∈ H : DT ∗T ∗kh = 0, k ≥ 0}.



CONTRACTIONS WITH POLYNOMIAL CHARACTERISTIC FUNCTIONS 11

As a result, for h in H(c)
−1 and for k ≥ 0, we have ‖T ∗(k+1)‖ = ‖T ∗kh‖, or equivalently

(3.7) H(c)
−1 = M−1 := {h ∈ H : ‖T ∗k+1h‖ = ‖T ∗kh‖, k ≥ 0},

clearly the largest co-invariant subspace of H such that the restriction of T ∗ on it is isometric.

It remains to prove the minimality property of H(c)
1 . For this let

(3.8) T =





S ∗ ∗
0 N ∗
0 0 C



 ,

be a representation of T on H = H′
1 ⊕ H′

0 ⊕ H′
−1 such that S ′ on H′

1 is an isometry, N ′ on
H′

0 is a nilpotent operator of order n and C ′ on H′
−1 is a co-isometry. Then the computation

in the proof of Proposition 3.1 yields

DT ∗ =





∗ ∗ 0
∗ ∗ 0
0 0 0



 .

Now observe that

T nDT ∗ =





Sn ∗ ∗
0 0 ∗
0 0 Cn









∗ ∗ 0
∗ ∗ 0
0 0 0



 =





∗ ∗ 0
0 0 0
0 0 0



 .

Then we must have T k+nDT ∗H ⊆ H1 for all k ≥ 0 and hence H(c)
1 ⊆ H1. This completes the

proof concerning the representation (3.2). For the representation (3.3), the proof is similar
once we define

(3.9)











H(c)
1∗ = {h ∈ H : ‖T k+1h‖ = ‖T kh‖, k ≥ 0},

H(c)
−1∗ = span{T ∗kh : h ∈ DT , k ≥ m},

H(c)
0∗ = H⊖ (H(c)

1∗ ⊕H(c)
−1∗).

Combining Proposition 3.1 and Theorem 3.3 we can readily obtain the following.

Corollary 3.4. Let T be a c.n.u. contraction on a Hilbert space H. Then the characteristic
function ΘT of T is a polynomial if and only if there exists three closed subspaces H1,H0,H−1

of H with H = H1⊕H0 ⊕H−1 and a pure isometry S in L(H1), a nilpotent N in L(H0) and
a pure co-isometry C in L(H−1) such that T has the following matrix representation

T =





S ∗ ∗
0 N ∗
0 0 C



 .

Moreover the degree of ΘT is the smallest order of N possible in the matrix representations
(3.4) of T .
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Remark 3.5. Due to their uniqueness, it is convenient to call the representations (3.2) and
(3.3) the canonical and respectively ∗-canonical representations of the operator T considered
in Theorem 3.3. Note that the latter can be obtained also from the canonical representation
of T ∗ by passing to the adjoint and by flipping the extreme spaces. In the sequel we will omit
the superscripts (c) (indicating that we are dealing with a canonical or ∗-canonical matrix
representation) whenever no confusion can occur.

Remark 3.6. Let T ∈ L(H), T ′ ∈ L(H′) be c.n.u. contractions and assume that their char-
acteristic functions are polynomials of degree n. Let

T =





S ∗ ∗
0 N ∗
0 0 C



 on H = H1 ⊕H0 ⊕H−1,

T ′ =





S ′ ∗ ∗
0 N ′ ∗
0 0 C ′



 on H′ = H′
1 ⊕H′

0 ⊕H′
−1

be their canonical representations. If U ∈ L(H,H′) is a unitary operator such that UT = T ′U ,
then from the definitions (3.6), (3.7) and (3.9) it readily follows that

UHi = H′
i, (i = −1, 0, 1)

and consequently

S ′(U |H1) = (U |H1)S, N ′(U |H0) = (U |H0)N and C ′(U |H−1) = (U |H−1)C,

that is, the diagonal entries S and S ′, N and N ′, C and C ′ are unitarily equivalent too.
Obviously the similar fact holds true for ∗-canonical representations.

Remark 3.7. We point out that the canonical and the ∗-canonical representations of the

contraction T in Theorem 3.3 may be different, since a priori H(c)
1 (resp. H(c)

−1∗) may not equal

H(c)
1∗ (resp. H(c)

−1). This is well illustrated by the properties of the operator Ta,b,c, considered
in Section 2 (see also Theorem 2.10) presented below.

Proposition 3.8. Let a, b, c ∈ D \ {0} satisfy c = γ(1 − |a|2)
1
2 (1 − |b|2)

1
2 with |γ| = 1 and

let Ta,b,c be the operator introduced in Definition 2.1. Then the matrix representation (2.3) of
Ta,b,c is canonical, respectively ∗-canonical if and only if |a| ≥ |b|, respectively |b| ≤ |a|. In
particular, the canonical and the ∗-canonical representations of Ta,b,c coincide if and only if
|a| = |b| and in this case they coincide with (2.3).

Proof. Let (αk) be a vector in H(c)
−1 = ∩∞

l=0ker DT ∗

a,b,c
T ∗l
a,b,c ⊇ H−1. As D

∗
Ta,b,c

(αk) = 0, by (2.7)

we have

α1 =

(

1− |b|2

1− |a|2

)
1
2 1

bγ̄
α0.

By repeated application of T ∗
a,b,c on (αk) and then using DT ∗

a,b,c
T ∗l(αk) = 0 we obtain that

αk =

[

(

1− |b|2

1− |a|2

)
1
2 ā

bγ̄

]k−1

α1,
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for all k ≥ 1. As
∑∞

k=0 |αk|2 < ∞, we deduce that H(c)
−1 % H−1 if and only if

|

(

1− |b|2

1− |a|2

)
1
2 ā

bγ̄
| < 1,

or, equivalently
|a| < |b|.

Consequently, H(c)
−1 = H−1 if and only if |a| = |b|. Proceeding in a similar way with H(c)

1∗ , one
can obtain the proof of the remaining part of the statement.

4. Uniqueness of the shift and the co-shift

In this section we discuss the uniqueness problem for the diagonal of the upper triangular
representations of a c.n.u. contraction T on H with a polynomial characteristic function of
degree n. It will be convenient to denote the family of these contractions by Pn.

First, we need to recall the following fact observed by Sz.-Nagy and the first author (see
Remark 3.3, page 134 in [5]) and Parrott (see [10]) on the isometric commutant lifting theorem.

Let T in L(H,K) and U in L(H′,K′) be two operators. Then we say that U is a lifting of
T if H′ ⊇ H,K′ ⊇ K and PKU = TPH, or equivalently, U has a matrix representation of the
form

(4.1) U =

[

T 0
A B

]

: H′ = H⊕H⊥ → K′ = K ⊕K⊥.

In addition, if U is an isometric operator (and hence T is a contraction), then we say that U is
an isometric lifting of T . The minimal isometric dilation of a contraction is also an isometric
lifting of the contraction. With this preliminary, the fact alluded above is the following. If U
on K is an isometric lifting of a contraction T in H, then U admits a decomposition of the
form U = Um ⊕ Ur on K = (

∨∞
k=0U

kH) ⊕ Kr where Um is the minimal isometric dilation of
the contraction T .

Theorem 4.1. Let T be a c.n.u. contraction on H such that the characteristic function ΘT

is a polynomial of degree n and




S ∗ ∗
0 N ∗
0 0 C



 and





S∗ ∗ ∗
0 N∗ ∗
0 0 C∗





be the canonical and ∗-canonical matrix representations of T on H = H1 ⊕H0 ⊕H−1 and on
H = H1∗ ⊕H0∗ ⊕H−1∗, respectively. Moreover, let

T =





S ′ ∗ ∗
0 N ′ ∗
0 0 C ′



 ,

be another representation of T on H = H′
1 ⊕ H′

0 ⊕ H′
−1 where S ′ is a pure shift on H′

1, N
′

is a nilpotent operator of order n on H′
0 and C ′ is a pure co-shift on H′

−1. Then the pure
shifts S, S ′ and S∗ are unitarily equivalent and the pure co-shifts C,C ′ and C∗ are unitarily
equivalent.
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Proof. It is enough to prove that S∗ and S ′ are unitarily equivalent. The proof will be
separated in three steps in which the result in Step 2 has an independent interest.
Step 1: First observe that if we view T as

T =

[

S ′ A

0 B

]

on H′
1 ⊕H′

2 where

B =

[

N ′ ∗
0 C ′

]

on H′
2 = H′

0 ⊕H′
−1 then

Bk → 0

strongly as k → ∞. Indeed if

C ′lh′
−1 = 0,

for some l (= 1, 2, . . .) and h′ = h′
0 ⊕ h′

−1, then we obviously have that

Bkh′ = 0,

provided k > n + l + 1. Thus

‖Bkh′‖ → o for k → ∞

on a dense set in H′
2. But ‖B‖ ≤ 1 and thus the claim follows.

Step 2: Let T ∈ L(H1 ⊕H2) be a c.n.u. contractions such that

T =

[

S A

0 B

]

on H1 ⊕H2 where S is an isometry and B ∈ C0· (that is, B
k → 0 strongly as k → ∞). Let

moreover M be the largest invariant subspace of T on which the restriction of T is isometric.
Then

(4.2) dim ker S∗ = dim ker (T |M)∗.

To establish this fact let G = M⊖H1 and X = PGT |G. Then T |M is a c.n.u. isometric lifting
of X and

X∗ = (T |M)∗|G .

Thus X∗k → 0 strongly as k → ∞, that is, X ∈ C·0. Moreover it is easy to see that

Xk = PGB
k|G ,

for all k ≥ 0. Hence Xk → 0 strongly as k → 0. Thus X ∈ C00 and therefore

(4.3) dim DX = dim DX∗ .

But according to the discussion preceding the statement of Theorem 4.1, T |M admits the
decomposition

T |M = T |Mm
⊕ T |M0
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with respect to the orthogonal splitting M = Mm ⊕M0, where

Mm =
∨

k≥0

(T |M)kG

is the minimal isometric dilation space of X and M0 ⊆ H1. By the uniqueness of the minimal
isometric dilation (see [5], page 135), Mm admits a decomposition of the form

Mm = G ⊕M+(ϕDX),

where ϕ is a unitary operator from DX to ker((TMm
)|Mm⊖G)

∗ and M+(ϕDX) = ϕDX ⊕
TMm

(ϕDX)⊕ · · · . Hence
M = (G ⊕M+(ϕDX))⊕M0,

which implies that
H1 = (H1 ∩Mm)⊕M0 = M+(ϕDX)⊕M0.

Hence,
kerS∗ = ϕDX ⊕ ker(T |M0)

∗.

On the other hand (see [5], page 136), there exist a unitary operator ϕ∗ from DX∗ to
ker(T |Mm

)∗ such that
∞
∨

k≥0

(T |M)kG = M+(ϕ∗DX∗),

so that

(4.4) ker(T |M)∗ = ker(T |Mm
)∗ ⊕ ker(TM0)

∗ = ϕ∗DX∗ ⊕ ker(T |M0)
∗.

Finally, by (4.3) there exists a unitary operator from DX to DX∗ . Therefore, the relation (4.2)
follows from (4.4). This completes the proof of Step 2.
Step 3: Applying Step 2 to the setting in Step 1 we see that

dim ker S ′∗ = dim ker S∗,

where S = TM and M is the maximal subspace invariant to T on which the restriction of T
is isometric and this completes the proof of the theorem.

5. On the uniqueness of the nilpotent operators

In this section we will discuss the uniqueness of the nilpotent operators in the represen-
tations of c.n.u. contractions with polynomial characteristic functions. We start with the
following proposition.

Proposition 5.1. Let T on H be in Pn with two different matricial representations

(5.1) T =





S ∗ ∗
0 N ∗
0 0 C



 and T =





S ′ ∗ ∗
0 N ′ ∗
0 0 C ′



 ,

on H = H1⊕H0⊕H−1 and H = H′
1⊕H′

0⊕H′
−1, respectively, with M1∩H0 = {0} = H0∩M−1

and M1 ∩H′
0 = {0} = H′

0 ∩M−1. Define

Y = PH′

0⊕H′

−1
|H1⊕H0 ,
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L1 = H1 ⊖ (H1 ∩ H′
1) and L′

−1 = H′
−1 ⊖ (H−1 ∩ H′

−1).

Then:
(i) ker Y = H1 ∩H′

1, ker Y ∗ = H−1 ∩ H′
−1.

(ii) ker Ỹ = {0} and (ran Ỹ )− = H′
0 ⊕ L′

−1, where

Ỹ = Y |L1⊕H0 : L1 ⊕H0 → H′
0 ⊕ L′

−1.

In particular, Ỹ is a quasi-affinity.
(iii) Ỹ T̃ = T̃ ′Ỹ , where

T̃ = PL1⊕H0T |L1⊕H0 , T̃
′ = PH′

0⊕L′

−1
T |H′

0⊕L′

−1
.

Proof. (i) Let h = h1 + h0 ∈ H1 ⊕ H0 such that Y h = 0. Then h ∈ H′
1, and hence (since

H1,H′
1 ⊆ M1), h0 = h − h1 ∈ M1. Consequently, h0 ∈ M1 ∩ H0 and from the condition

M1 ∩H0 = {0} we see that h0 = 0. Therefore, kerY = H1 ∩H′
1. The second equality follows

as above with the observation that Y ∗ = PH1⊕H0 |H′

0⊕H′

−1
.

(ii) kerỸ = {0} follows from the definition of Ỹ . The second equality follows from the
equalities

(ran Ỹ )− = (ran Y )− = (ker Y ∗)⊥ = (H′
0 ⊕H′

−1)⊖ (H−1 ∩ H′
−1) = H′

0 ⊕L′
−1.

(iii) We first notice that, since

T (H1 ⊕H0) ⊆ H1 ⊕H0, and T ∗(H′
0 ⊕H′

−1) ⊆ H′
0 ⊕H′

−1,

we have

Y T |H1⊕H0 = PH′

0⊕H′

−1
T |H1⊕H0 = PH′

0⊕H′

−1
TPH′

0⊕H′

−1
|H1⊕H0 = PH′

0⊕H′

−1
TY.

But

(ran Ỹ )− = (ran Y )− = H′
0 ⊕L′

−1,

therefore

Y T |H1⊕H0 = PH′

0⊕L′

−1
Y T |H1⊕H0 = PH′

0⊕L′

−1
TY = PH′

0⊕L′

−1
T |H′

0⊕L′

−1
Y,

that is

Y T |H1⊕H0 = T̃ ′Y.

Moreover, we have

Y T |H1⊕H0 = Y (I − Pker Y )T |H1⊕H0 = Y (I − PkerY )T (I −Pker Y )|H1⊕H0 = Ỹ T̃ PL1⊕H0|H1⊕H0,

and thus

Ỹ T̃ = Y T |L1⊕H0 = T̃ ′Y |L1⊕H0 = T̃ ′Ỹ .

This finishes the proof of the proposition.

Let

(5.2)





S ∗ ∗
0 N ∗
0 0 C



 and





S∗ ∗ ∗
0 N∗ ∗
0 0 C∗




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be the matrix representations of T on H = H1 ⊕ H0 ⊕H−1 and on H = H1∗ ⊕H0∗ ⊕ H−1∗

considered in Theorem 3.3 and Remark 3.5, respectively. As observed in Section 3 we have
that

H−1 = M−1 and H1∗ = M1,

thus
H0 ∩M−1 = {0} and M1 ∩ H0∗ = {0}.

However, we do not know if

M1 ∩ H0 = {0} and H0∗ ∩M−1 = {0}.

Therefore, the representations in (5.2) may not satisfy the hypotheses of Proposition 5.1.
However, note that by defining

(5.3) H10 = H1 ⊕ (M1 ∩H0), H00 = H0 ⊖ (M1 ∩H0), H−10 = H−1

and

(5.4) H1∗0 = H1∗, H0∗0 = H0∗ ⊖ (H0∗ ∩M−1), H−1∗0 = H−1∗ ⊕ (H0∗ ∩M−1),

the representations

(5.5)





S0 ∗ ∗
0 N0 ∗
0 0 C0



 and





S∗0 ∗ ∗
0 N∗0 ∗
0 0 C∗0



 ,

on H = H10⊕H00⊕H−10 and H = H1∗0⊕H0∗0⊕H−1∗0, respectively satisfy those hypotheses.

Theorem 5.2. The ”central” nilpotent operators N0 and N∗0 in the representations (5.5) are
quasi-similar.

Proof. Let the representations in (5.5) play the role of the representations in (5.1), that is,
with H1 = H10,H0 = H00,H−1 = H−10 and H′

1 = H1∗,H′
0 = H0∗0,H′

−1 = H−1∗0, respectively.
Then due to (5.3) we have

L1 = H10 ⊖ (H10 ∩H1∗) = {0} and L′
−1 = H−1∗0 ⊖ (H−1∗0 ∩ H−1) = {0}.

Therefore, T̃ = N0, T̃
′ = N∗0 and Proposition 5.1 (ii) and (iii) shows that N0 is a quasi-affine

transform of N∗0, or, in the standard notation, N0 ≺ N∗0. Since these operators are of class
C0, it follows that N0 and N∗0 are quasi-similar (see Proposition 5.1 in [2]). This concludes
the proof.

To state the next result we recall that T1 ∈ L(H1) is said to be injected in T2 ∈ L(H2)
which is denoted by T1 ≺i T2 if there is an injective X ∈ L(H1,H2) such that XT1 = T2X .

Theorem 5.3. Let

(5.6) T =





S ∗ ∗
0 N ∗
0 0 C



 ,

be any matrix representation on H = H1⊕H0⊕H−1 such that M1∩H0 = {0} = H0∩M−1.
Then

N∗0 ≺
i N ≺i N∗.
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Proof. We will apply Proposition 5.1 with the representation (5.6) in the role of the first
representation in (5.1) and with the second representation in (5.1) replaced by the second
representation in (5.5). Then we have

L1 = H1 ⊖ (H1 ∩ H1∗0) = H1 ⊖ (H1 ∩M1) = {0}.

Consequently, by applying Proposition 5.1, (ii) and (iii) we obtain

N = T̃ ≺ T̃ ′ = PH0∗0⊕L′

−1
T |H0∗0⊕L′

−1
,

where
L′

−1 = H−1∗0 ⊖ (H−1 ∩ H−1∗0),

and we infer that T̃ ′ is a nilpotent operator and then, since both T̃ and T̃ ′ are of class C0,
that T̃ ∼ T̃ ′. Observe now that

H−1∗0 = (H0∗ ⊕H−1∗) ∩M−1,

and
H−1∗0 ∩ H−1 = (H0∗ ⊕H−1∗) ∩H−1 = (H0∗ ∩H1)⊕H−1∗,

by the minimality property of H−1∗ (see Remark 3.6). Therefore,

L′
−1 = [(H0∗ ∩M−1)⊕H−1∗]⊖ [(H0∗ ∩H−1)⊕H−1∗]

= (H0∗ ∩M−1)⊖ (H0∗ ∩H−1),

and

H0∗0 ⊕ L′
−1 = [H0∗ ⊖ (H0∗ ∩M−1)]⊕ [(H0∗ ∩M−1)⊖ (H0∗ ∩ H−1)]

= H0∗ ⊖ (H0∗ ∩H−1),

and thus we see that

T̃ ′ = PH0∗⊖(H0∗∩H−1)T |H0∗⊖(H0∗∩H−1)

= PH0∗⊖(H0∗∩H−1)N∗|H0∗⊖(H0∗∩H−1).

But N∗
∗ (H0∗ ∩H−1) = PH0∗T

∗(H0∗ ∩ H−1) and for h ∈ H0∗ ∩ H−1 we have

T ∗h ∈ (H0∗ ⊕H−1∗) ∩H−1 = (H0∗ ∩H−1)⊕H−1∗,

where
N∗h = PH0∗T

∗h ∈ H0∗ ∩H1;

consequently we have
N∗(H0∗ ∩H−1) ⊆ H0∗ ∩ H−1.

Therefore, we infer

N∗(H0∗ ⊖ (H0∗ ∩H−1)) ⊆ H0∗ ⊖ (H0∗ ∩H−1).

Now it follows that

(5.7) N ∼ T̃ ′ = N∗|H0∗⊖(H0∗∩H−1).

In particular, (5.7) shows that N ≺i N∗. Also since H0∗0 = H0∗ ⊖ (H0∗ ∩M−1), we have that
H0∗0 ⊆ H0∗ ⊖ (H0∗ ∩H−1) and

N∗|H0∗0 = T̃ ′|H0∗0.
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Consequently,

N∗0 = T̃ ′|H∗0⊖(H∗0∩H−1),

and the relation (5.7) implies that N∗0 ≺i N .
The following remark follows by applying Theorem 5.3 to T ∗.

Remark 5.4. Under the conditions of Theorem 5.3 one obtains

N∗
0 ≺i N∗ ≺i N∗

1 ,

where N1 denotes the canonical nilpotent operator as in Theorem 3.3. Note that since N0 ∼
N∗0 we have N0 ≺i N and N∗

∗0 ≺
i N∗

1 .

Let T be a c.n.u. contraction with polynomial characteristic function of degree n and let

T =





S ∗ ∗
0 Num ∗
0 0 C



 .

Then Num is said to be ultra-minimal if Num ≺i N for any other nilpotent operator N of the
upper triangular matrix representations of T .

By Theorem 5.3, the canonical N∗0 is ultra-minimal. If N is any other ultra-minimal
nilpotent operator in a upper triangular matrix representation of T , then we will have

N ′ ≺i N∗0 ≺
i N ′,

so there exists injective bounded linear operators X : H′
0 → H0∗0 and Y : H0∗0 → H′

0 such
that

(5.8) XN ′ = N∗0X,

and

(5.9) Y N∗0 = N ′Y.

Thus

N∗0XY = XYN∗0,

hence

N∗0 ≺ N∗0|(ranXY )− = N∗0|(ranX)− .

But since N∗0 and N∗0|(ranX)− are C0-operators we have (see [2])

N∗0 ∼ N∗0|(ranX)− .

Since (5.8) yields also

N ′ ≺ N∗0|(ranX)−,

we have

N ′ ∼ N∗0|(ranX)− ∼ N∗0.

Consequently all ultra-minimal nilpotent operators are quasi-similar and hence we have the
following theorem.
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Theorem 5.5. The family of all ultra-minimal nilpotent operators in the representations of
type (1.2) is a quasi-similar equivalence class (containing N0 and N∗0) which moreover, is a
unitary invariant of T .

Remark 5.6. Recall that in the diagonal of the representations (1.2) of T , dim (ker S∗) and
dim (kerC) are unitary invariants of T . Obviously, they can be replaced by the unitary
equivalent classes of S and C. Thus we still have the following open problem. Can the
quasi-similar class considered in Theorem 5.5 be replaced with the unitary equivalence class?

6. Degenerate forms

Let T ∈ L(H) be a c.n.u. contraction with a operator-valued polynomial characteristic
function ΘT . Then, as was proved in [14], [15], [3] and [1] that the representation (1.2) take
the degenerate form

[

S ∗
0 C

]

,

if and only if

ΘT (z) ≡ ΘT (0), (z ∈ D).

For the other degenerate forms of (1.2) we have the following.

Proposition 6.1. Let T ∈ L(H) be a c.n.u. contraction with an operator-valued polynomial
characteristic function. Then (1.2) has the degenerate form

(i) T =

[

S ∗
0 N

]

if and only if T ∈ C· 0.

(ii) T =

[

N ∗
0 C

]

if and only if T ∈ C0 ·.

(iii) T =
[

S
]

if and only if T ∈ C1 0, that is if and only if ΘT ≡ 0 ∈ L({0}, E∗) for some
Hilbert space E∗ 6= {0}.

(iv) T =
[

C
]

if and only if T ∈ C0 1, that is if and only if ΘT ≡ 0 ∈ L(E , {0}) for some
Hilbert space E 6= {0}.

(v) T =
[

N
]

if and only if T ∈ C0 0.

Proof. (i) If T =

[

S ∗
0 N

]

, then

T ∗n =

[

S∗n 0
X 0

]

,

for some X ∈ L(H0,H1) and hence

(T ∗n)k(h1 ⊕ h0) = S∗nkh1 ⊕XS∗n(k−1)h0, (h1 ⊕ h0 ∈ H1 ⊕H0).

Therefore,

limk→∞‖T ∗nk(h1⊕h0)‖ = limk→∞‖(T ∗n)k(h1⊕h0)‖
2 = limk→∞(‖S∗nkh1‖

2+‖XS∗n(k−1)h0‖
2) = 0.
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So T ∈ C· 0. Conversely if

T =





S ∗ ∗
0 N ∗
0 0 C



 ∈ C· 0,

then for any h−1 ∈ H−1, we have that

‖h−1‖ = ‖C∗kh−1‖ = ‖T ∗k(0⊕ 0⊕ h−1)‖ → 0, ask → ∞.

Thus we obtain that H−1 = {0} and T takes the degenerate form T =

[

S ∗
0 N

]

. Finally,

T ∈ C· 0 if and only if ΘT is inner (see [9], Chapter VI).
(ii) follows from (i) applied to T ∗.
(iii) follows from the fact that the characteristic function of any shift coincides with 0 ∈
L(DS,DS∗) = L({0}, kerS∗).
(iv) Apply (iii) to T ∗.
(v) T =

[

N
]

if and only if the representation is a degenerate representations of both forms
in (i) and (ii), hence if and only if T ∈ C0 0.

7. The case of monomial characteristic functions

In this section we study the the c.n.u. contraction T such that ΘT (z) is a non-constant
monomial (for the case of constant monomials, see Section 6). This particular case, although
quite concrete, allow us to show that the nilpotent central entries in the two canonical repre-
sentations may not be quasi-similar. For this purpose, we explicitly (in terms of ΘT ) calculate
the two canonical triangular representations of T . First, we need the following simple fact,
which, for instance, can be obtained by using (1.1).

Lemma 7.1. Let m ≥ 1 and U be an unitary operator in L(E , E∗) and Θ(z) = Uzm. Then
the c.n.u contraction Jm(E∗) for which ΘJm(E∗)(z) coincides with Θ(z) is a nilpotent operator
of order m. Moreover,

Jm(E∗) =





















0 IE∗ 0 · · · 0 0 0
0 0 IE∗ · · · 0 0 0
0 0 0 · · · 0 0 0
...

...
... · · ·

...
...

...
0 0 0 · · · 0 IE∗ 0
0 0 0 · · · 0 0 IE∗
0 0 0 · · · 0 0 0





















.

Let A in L(M,N ) be a non-zero contraction. Then it is easy to see that A|DA
⊥ : DA

⊥ →

DA∗
⊥ is an unitary operator and A|DA

: DA → DA∗ is pure contraction, that is, ‖Ah‖ < ‖h‖
for all h 6= 0 in DA. Now, if Θ(z) = Azm is a given non-constant monomial where A in
L(M,N ) is a contraction then Θ(z) = A|DA

zm ⊕ A|DA
⊥zm. In what follows, we will assume

that m ≥ 1. In view of Lemma 7.1 we have that, T is unitarily equivalent to Tp⊕Jm(E∗) where
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Tp is the c.n.u. contraction whose characteristic function coincides with A|DA
zm. Now for a

given pure contraction A in L(M,N ), we will construct the two canonical upper triangular
representations TA and T̃A with the characteristic function (coinciding with) Θ(z) = Azm for
z in D.
Define a Hilbert space H = ⊕∞

−∞Ln, where

Ln =

{

N if n ≥ 0
M if n ≤ −1

For convenience, the element h of H will be denoted by h = · · · ⊕ h1 ⊕ h0 ⊕ h−1 ⊕ · · ·
where the subscript refer that hj ∈ Lj for all j ∈ Z. Also, we will denote the subspace
· · · ⊕ {0} ⊕ {0} ⊕ Lj ⊕ {0} ⊕ {0} ⊕ · · · of H simply by Lj .

We define a bounded linear operator TA acting on H by

TA|Ln
=







DA∗ : Lm−1 → Lm if n = m− 1
−A : L−1 → Lm if n = −1
I : Ln → Ln+1 if n 6= −1, m− 1.

Then TA has the following matrix representation

(7.1) TA =









































































... · · ·
...

...
...

...
... · · ·

...
...

...
...

... · · ·
...

...
. . . IN 0 0 0 0 · · · 0 0 0 0 0 · · ·

...
... · · · 0 IN 0 0 0 · · · 0 0 0 0 0 · · ·

...
... · · · 0 0 IN 0 0 · · · 0 0 0 0 0 · · ·

...
... · · · 0 0 0 DA∗ 0 · · · 0 0 −A 0 0 · · ·

...
... · · · 0 0 0 0 IN · · · 0 0 0 0 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 0 0 · · ·

...
... · · ·

...
...

...
...

... · · ·
...

...
...

...
... · · ·

...
... · · · 0 0 0 0 0 · · · 0 IN 0 0 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 0 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 IM 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 0 IM · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 0 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 0 0

. . .
...

... · · ·
...

...
...

...
... · · ·

...
...

...
...

... · · ·
...









































































,

where the central block matrix is of order m.
To compute the defect operators of TA, we first observe that
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T ∗
A|Ln

=







0: L0 → L−1 if n = 0
DA∗ ⊕−A∗ : Lm → Lm−1 ⊕ L−1 if n = m

I : Ln → Ln−1 if n 6= 0, m,

so

TAT
∗
A|Ln

=

{

0: L0 → L0 if n = 0
I : Ln → Ln if n 6= 0,

and

T ∗
ATA|Ln

=







D2
A∗ ⊕−A∗DA∗ : Lm−1 → Lm−1 ⊕ L−1 if n = m− 1
−DA∗A⊕A∗A : L−1 → Lm−1 ⊕ L−1 if n = −1

I : Ln → Ln if n 6= m− 1,−1
.

Thus, the defect operators are given by

(7.2) D2
T ∗

A
|Ln

=

{

I : L0 → L0 if n = 0
0: Ln → Ln if n 6= 0,

(7.3) D2
TA
|Lm−1⊕L−1 =

[

AA∗ ADA

DAA
∗ D2

A

]

: Lm−1 ⊕L−1 → Lm−1 ⊕ L−1,

and

D2
TA
|Ln

= 0: Ln → Ln, if n 6= m− 1,−1.

From (7.2) we infer that TA is a partial isometry and therefore, the defect spaces of TA can
be expressed as

DTA
= · · · {0} ⊕ {A(A∗hm−1 +DAh−1)⊕ 0⊕ · · · ⊕ 0⊕DA(A

∗hm−1 +DAh−1) :

hm−1 ∈ Hm−1, h−1 ∈ H−1}
− ⊕ {0} ⊕ · · ·

={Av ⊕DAv ∈ Lm−1 ⊕L−1 : v ∈ M},

and

DT ∗

A
= · · · ⊕ {0} ⊕ L0 ⊕ {0} · · · .

Also since A is a pure contraction, we have the following.

Lemma 7.2. The operator TA constructed as above is c.n.u.

Proof. Let R be a TA-reducing closed subspace of H such that TA|R is unitary. We need to
prove that R = {0}.
Consider a vector h = · · · ⊕ hm+1 ⊕ hm ⊕ hm−1 ⊕ hm−2 ⊕ · · ·⊕ h1 ⊕ h0 ⊕ h−1 ⊕ h−2 ⊕ · · · from
R. Since R is TA-reducing and TA|R is unitary, D2

T ∗

A
h = 0, which yields h0 = 0. On the other

hand, it is easy to see that

Tm
A h = · · · ⊕ (hm)2m+1 ⊕ (DA∗hm−1 − Ah−1)2m ⊕ · · · ⊕ (DA∗h0 − Ah−m)m⊕

(0)m−1 ⊕ · · · ⊕ (0)0 ⊕ (h−m−1)−1 ⊕ (h−m−2)−2 ⊕ · · · .
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Since Tm
A R = R, it follows that for any h in R,

hm−1 = hm−2 = · · · = h1 = h0 = 0.

Hence

Tm+1
A h = · · · ⊕ (hm)2m+2 ⊕ (−Ah−1)2m+1 ⊕ · · · ⊕ (−Ah−m)m+1 ⊕ (−Ah−m−1)m

⊕ (0)m−1 ⊕ · · · ⊕ (0)0 ⊕ (h−m−2)−1 ⊕ (h−m−3)−2 ⊕ · · · .
(7.4)

Consequently, by the facts that TA|R is unitary and A is a strict contraction, (7.4) yields
h−1 = h−2 = · · · = h−m−1 = 0. By repeated application of TA on Tm+1

A h we conclude that

h−k = 0, for all k ≥ 1.

Therefore, we obtain for all h in R,

h = · · · ⊕ hm+1 ⊕ hm ⊕ 0⊕ 0⊕ · · · ⊕ 0⊕ 0⊕ 0⊕ · · · .

But now the (m− 1)-th component, (DA∗hm)m−1, of

T ∗
Ah = · · · ⊕ (hm+1)m ⊕ (DA∗hm)m−1 ⊕ · · · ⊕ (h2)1 ⊕ (h1)0 ⊕ (−A∗hm)−1 ⊕ (h−1)−2

⊕ · · · ⊕ (h−m)−m−1 ⊕ (0)−m−2 ⊕ · · · ,

must be zero. Since kerDA∗ = {0} then hm must be the zero vector. Moreover, using the fact
T ∗
AR = R, we infer that

h = · · · ⊕ hm+2 ⊕ hm+1 ⊕ 0⊕ 0⊕ 0 · · · .

Finally, repeating the above argument replacing the role of TA by T ∗
A, we obtain hk = 0 for

all k > m. Thus h = 0.

Theorem 7.3. Let A : M → N be a pure contraction (that is, ‖Ah‖N < ‖h‖M for all
h ∈ M and h 6= 0). Then TA is a c.n.u. partial isometry and the characteristic function of
TA coincides with Θ(z) = Azm. Moreover, the upper triangular representation of TA in (7.1)
coincides with the canonical representation introduced in Theorem 3.3.

Proof. Let u = Av ⊕DAv ∈ Lm−1 ⊕ L−1 where v ∈ M. Now

−TAu = −DA∗Av + ADAv = 0 ∈ Lm.

First, we consider the case when m > 1. Since TA is a partial isometry, we have

DTA
u = D2

TA
u = u,

so that

DT ∗

A
DTA

u = DT ∗

A
u = PL0u = 0.

Notice that for 0 ≤ j < m− 1,

T
∗j
A u = · · · ⊕ (0)m−j ⊕ (Av)m−j−1 ⊕ (0)m−j−2 ⊕ · · · ⊕ (0)−j ⊕ (DAv)−j−1 ⊕ (0)−j−2 ⊕ · · · .

Consequently for j = m− 1,

T
∗(m−1)
A u = · · · ⊕ (0)1 ⊕ (Av)0 ⊕ (0)−1 ⊕ · · · ⊕ (0)−m+1 ⊕ (DAv)−m ⊕ (0)−m−1 ⊕ · · · ,
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so that
DT ∗T ∗(m−1)DTu = PL0T

∗(m−1)u = Av ∈ L0,

and for j > m− 1,

DT ∗

A
T ∗jDTA

u = PL0T
∗ju

= PL0(· · · ⊕ (0)m−j ⊕ (Av)m−j−1 ⊕ (0)m−j−2 ⊕ · · ·⊕

(0)−j ⊕ (DAv)−j−1 ⊕ (0)−j−2 ⊕ · · · )

= 0.

To finish the proof, we will show that τ∗ΘTA
(z) = Θ(z)τ ∗ for all z ∈ D for some unitary

operators τ : M → DTA
and τ∗ : DT ∗

A
→ N . For this purpose, we define

τ∗ = · · · ⊕ 0⊕ IL0 ⊕ 0⊕ · · · : DT ∗

A
→ N

and

τ =

[

A

DA

]

: M → DTA
,

defined by
τv = Av ⊕DAv = u, v ∈ M.

Hence

(7.5) ΘTA
(z)u = zmAv = τ ∗∗Θ(z)τ ∗u,

for all z in D.
In the remaining case m = 1, taking u = Av ⊕DAv ∈ L0 ⊕ L−1 we have

DT ∗

A
DTA

u = DT ∗

A
u = PL0u = Av.

Moreover, for all k ≥ 1,
DT ∗T ∗kDTu = 0,

and the rest of the proof follows in the similar way as in the last part of the proof of (7.5) for
the m > 1 case.
Finally, recalling that A is a pure contraction, the last part of the theorem follows by inspec-
tion.

In the following, we relate the class of operators with non-constant monomial characteristic
functions and the canonical upper triangular representations considered in Remark 3.5. First,
given a pure contraction A ∈ L(M,N ), define the bounded linear operator T̃A onH = ⊕∞

−∞Ln

where

Ln =

{

N if n ≥ 0
M if n ≤ −1

and

T̃A|Ln
=







−A⊕DA : L−m → L1 ⊕ L−m+1 if n = −m

0: L0 → L1 if n = −1
I : Ln → Ln+1 if n 6= 0,−m.

Then T̃A admits the following matrix representation
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(7.6) T̃A =









































































... · · ·
...

...
...

...
... · · ·

...
...

...
...

... · · ·
...

...
. . . IN 0 0 0 0 · · · 0 0 0 0 0 · · ·

...
... · · · 0 IN 0 0 0 · · · 0 0 0 0 0 · · ·

...
... · · · 0 0 IN 0 0 · · · 0 0 0 0 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 −A 0 0 · · ·

...
... · · · 0 0 0 0 IM · · · 0 0 0 0 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 0 0 · · ·

...
... · · ·

...
...

...
...

... · · ·
...

...
...

...
... · · ·

...
... · · · 0 0 0 0 0 · · · 0 IM 0 0 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 DA 0 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 IM 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 0 IM · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 0 0 · · ·

...
... · · · 0 0 0 0 0 · · · 0 0 0 0 0

. . .
...

... · · ·
...

...
...

...
... · · ·

...
...

...
...

... · · ·
...









































































.

The proof of the following theorem can be obtained by passing to the adjoint of the matrix
representation of T̃A and using Theorem 7.3.

Theorem 7.4. Let A : M → N be a pure contraction. Then T̃A is a c.n.u. partial isometry
and the characteristic function of T̃A coincides with Θ(z) = Azm. Moreover, the upper trian-

gular representation of T̃A in (7.6) coincides with the canonical representation introduced in
Remark 3.5.

Concerning the operators T0,b,c, it is easy to see that the representation (2.3) is the canonical
representation considered in Remark 3.5 and therefore the quasi-similarity class in Theorem
5.3 and Remark 5.6 can be replaced with the dimension of H0; thus for this very particular
case, the answer to the problem in Remark 5.6 is positive. The following theorem extends
this observation from the scalar case to the vector valued case.

Theorem 7.5. Let TA be the c.n.u. operator with monomial characteristic function Θ(z) =
zmA. Then the nilpotent operators N0 and N∗0 corresponding to the minimal representation
considered in Theorem 5.2 are unitarily equivalent.

Proof. Let h = · · · ⊕ h2 ⊕ h1 ⊕ h0 ⊕ h−1 ⊕ h−2 ⊕ · · · be a vector in the maximal TA-invariant
subspace M1 of H where TA is an isometry. First, observe that for all 1 ≤ k < m
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T k
Ah = · · · ⊕ (DA∗hm−(k−1) − Ah−(k−1))m+1 ⊕ (DA∗hm−k −Ah−k)m ⊕ (hm−(k+1))m−1 ⊕ · · ·

(h0)k ⊕ (0)k−1 ⊕ · · · ⊕ (0)1 ⊕ (0)0 ⊕ (h−(k+1))−1 ⊕ (h−(k+2))−2 ⊕ · · ·

and

Tm
A h = · · · ⊕ (hm)2m+1 ⊕ (DA∗hm−1 −Ah−1)2m ⊕ · · · ⊕ (DA∗h0 − Ah−m)m

⊕ (0)m−1 ⊕ · · · ⊕ (0)0 ⊕ (h−m−1)−1 ⊕ (h−m−2)−2 ⊕ · · · .

Thus D2
TA
Tm
A h = 0 yields DAh−m−1 = 0 and hence h−m−1 = 0. Similarly, for all k > m we

have that D2
TA
T k
Ah = 0 and hence h−k−1 = 0. Then

(7.7) h = · · · ⊕ h2 ⊕ h1 ⊕ h0 ⊕ h−1 ⊕ · · · ⊕ h−m ⊕ 0⊕ 0⊕ · · · .

By virtue of D2
TA
T k
Ah = 0 for each 0 ≤ k < m we obtain that

A∗hm−(k+1) +DAh−(k+1) = 0.

In other words, the elements of M1 are precisely those h = · · · ⊕ h2 ⊕ h1 ⊕ h0 ⊕ h−1 ⊕ · · · ⊕
h−m ⊕ 0 ⊕ 0 ⊕ · · · such that A∗hm−(k+1) + DAh−(k+1) = 0 for all k = 0, 1, . . . , m − 1. Set
g = DA∗hm−(k+1) − Ah−(k+1), then hm−(k+1) = DA∗g, h−(k+1) = −A∗g. Since for any given
g ∈ N the vectors hm−(k+1) = DA∗g and h−(k+1) = −A∗g satisfy the relation A∗hm−(k+1) +
DAh−(k+1) = 0, we can infer that

M1 =H1 ⊕ {(DA∗gm−1)m−1 ⊕ (DA∗gm−2)m−2 ⊕ · · · ⊕ (DA∗g0)0 ⊕ (−A∗g−1)−1⊕

(−A∗g−2)−2 ⊕ · · · ⊕ (−A∗g−m)−m ⊕ 0⊕ 0⊕ · · · : gi ∈ N , i = 0, 1, . . . , m− 1}.
(7.8)

Consequently

M1 ∩ H0 ={(DA∗gm−1)m−1 ⊕ · · · ⊕ (DA∗g0)0 : gi ∈ kerA∗, i = 0, 1, . . . , m− 1}

={gm−1 ⊕ · · · ⊕ g0 : gi ∈ kerA∗, i = 0, 1, . . . , m− 1}.

Therefore, the minimal space H00 is

H00 =H0 ⊖ (M1 ∩H0)

=(ranA)− ⊕ (ranA)− ⊕ · · · ⊕ (ranA)−.

Therefore the matrix representation of the nilpotent operator N0 is given by

N0 =





















0 I(ranA)− 0 · · · 0 0 0
0 0 I(ranA)− · · · 0 0 0
0 0 0 · · · 0 0 0
...

...
... · · ·

...
...

...
0 0 0 · · · 0 I(ranA)− 0
0 0 0 · · · 0 0 I(ranA)−

0 0 0 · · · 0 0 0





















.
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Similarly, the other minimal space can be obtained as

H0∗0 =H0∗ ⊖ (H0∗ ∩M−1)

=H0∗ ⊖ {{(DAh−1)m−1 ⊕ (DAh−2)m−2 ⊕ · · · ⊕ (DAh−m)0 : h−k ∈ kerA, k = 1, 2, . . . , m}

=(ranA∗)− ⊕ (ranA∗)− ⊕ · · · ⊕ (ranA∗)−,

and

N∗0 =





















0 I(ranA∗)− 0 · · · 0 0 0
0 0 I(ranA∗)− · · · 0 0 0
0 0 0 · · · 0 0 0
...

...
... · · ·

...
...

...
0 0 0 · · · 0 I(ranA∗)− 0
0 0 0 · · · 0 0 I(ranA∗)−

0 0 0 · · · 0 0 0





















.

It only remains to show that dim(ranA∗)− = dim(ranA)−. Indeed, with respect to the
decompositions M = (ranA∗)− ⊕ kerA and N = (ranA)− ⊕ kerA∗, we have

A =

[

A11 0
0 0

]

,

where A11 = P(ranA)−A|(ranA∗)− and kerA11 = {0} and kerA∗
11 = {0}. This shows that

dim(ranA∗)− = dim(ranA)−, as required and hence, the Jordan forms N0 and N∗0 are uni-
tarily equivalent. The proof is complete.

We conclude with a simple observation on the spectrum of TA which follows from the
relation of the spectrum σ(T ) of a contraction T and the invertibility of the characteristic
function ΘT (z) (see [9], page 259).

Remark 7.6. The spectrum of the operator TA with the characteristic function Θ(z) coin-
ciding with Azm is ∂D ∪ {0} if A is invertible or D if A is not invertible.

We thank Professor J. A. Ball for kindly pointing to us that our work is related to realization
theory for monic polynomials (see [6] and [13]). We note that the intersection of the class of
polynomials considered in this paper with that of monic polynomials is the set of monomials
Azn where A = I for which the state operators, namely, T ∗

A are very particular.
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