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Abstract. Let H2(Dn) denote the Hardy space over the polydisc Dn, n ≥ 2. A closed
subspace Q ⊆ H2(Dn) is called Beurling quotient module if there exists an inner function
θ ∈ H∞(Dn) such that Q = H2(Dn)/θH2(Dn). We present a complete characterization
of Beurling quotient modules of H2(Dn): Let Q ⊆ H2(Dn) be a closed subspace, and let
Czi = PQMzi |Q, i = 1, . . . , n. Then Q is a Beurling quotient module if and only if

(IQ − C∗
ziCzi)(IQ − C∗

zjCzj ) = 0 (i 6= j).

We present two applications: first, we obtain a dilation theorem for Brehmer n-tuples of
commuting contractions, and, second, we relate joint invariant subspaces with factorizations
of inner functions. All results work equally well for general vector-valued Hardy spaces.
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1. Introduction

Let n ≥ 1 and let E be a Hilbert space. The E-valued Hardy space over the polydisc Dn,
denoted by H2

E(Dn), is the Hilbert space of all E-valued analytic functions f on Dn such that

‖f‖ :=
(

sup
0≤r<1

∫
Tn

‖f(rz1, . . . , rzn)‖2Edm(z)
) 1

2
<∞,

where z = (z1, . . . , zn) and dm(z) is the normalized Lebesgue measure on the n-torus Tn.
Given another Hilbert space E∗, we denote by H∞

B(E∗,E)(D
n) the Banach space of all B(E∗, E)-

valued bounded analytic functions on Dn. A function Θ ∈ H∞
B(E∗,E)(D

n) is called inner if

f 7→ Θf defines an isometry MΘ : H2
E∗(D

n) → H2
E(Dn). The simplest example is Θ(z) = ziIE ,

i = 1, . . . , n, whenever E∗ = E . Therefore, (Mz1 , . . . ,Mzn) is a commuting tuple of isometries
on H2

E(Dn). Let L ⊆ H2
E(Dn) be a closed subspace. Then L is said to be a quotient module
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if M∗
zi
L ⊆ L for all i = 1, . . . , n. The subspace L is called a submodule if L⊥ is a quotient

module [8].
We pause for a brief aside to remark that if n = 1, then a closed subspace Q ⊆ H2

E(D)
is a quotient module if and only if there exist a Hilbert space E∗ and an inner function
Θ ∈ H∞

B(E∗,E)(D) such that Q⊥ = ΘH2
E∗(D), or equivalently

Q = H2
E(D)	ΘH2

E∗(D) ∼= H2
E(D)/ΘH2

E∗(D).

This follows from the classical Beurling-Lax-Halmos theorem [12]. Therefore, the preceding
statement gives a satisfactory description of quotient modules of H2

E(D). It is also worthwhile
to emphasize that there is an inseparable alliance between quotient modules and bounded
linear operators on Hilbert spaces. For instance, if Q is a quotient module of H2

E(D), then
the module operator (also known as model operator) MQ := PQMz|Q is a pure contraction
on Q. The classical Sz.-Nagy and Foias theory says that, up to unitary equivalence, these
are all pure contractions on Hilbert spaces. Recall that an operator X ∈ B(H) is called (i) a
contraction if IH −XX∗ ≥ 0, or, equivalently, ‖Xh‖H ≤ ‖h‖H for all h ∈ H, and (ii) pure if
the sequence {X∗m}m≥0 converges to 0 in the strong operator topology.
Therefore, quotient modules of H2

E(Dn), n ≥ 1, are of interest in operator theory, function
theory, and operator algebras. However, in sharp contrast, the situation changes dramatically
in the case when n > 1: In general, a quotient module of H2

E(Dn) does not necessarily admit a
Beurling-type representation. In fact, concrete description of quotient modules of H2

E(Dn) is
commonly regarded as one of the most difficult and important problems in modern operator
theory and function theory [5, 8, 13, 15].

In this paper, our interest is in comparing the variability of the classical Beurling represen-
tations of quotient modules in several variables. For a Hilbert space E and a closed subspace
Q ⊆ H2

E(Dn), we say that Q is a Beurling quotient module (and Q⊥ is a Beurling submodule)
if

Q = H2
E(Dn)	ΘH2

E∗(D
n) ∼= H2

E(Dn)/ΘH2
E∗(D

n),

for some Hilbert space E∗ and inner function Θ ∈ H∞
B(E∗,E)(D

n). Since MziMΘ = MΘMzi for

all i = 1, . . . , n, it follows, in particular, that Q (Q⊥) is also a quotient module (submodule)
of H2

E(Dn). In the context of the above discussion, it appears natural to raise the following
question:

Question 1. Which quotient modules of H2
E(Dn) admit Beurling representations?

Curiously, despite its natural appeal and all possible applications, the above question re-
mained fairly untouched. It is also the one variable work of Beurling [1] which stirred our
interest in this question. Evidently, this has a lot to do with the module (or model) operators
associated with quotient modules. Given a quotient module Q ⊆ H2

E(Dn), define the n-tuple
of commuting contractions Cz = (Cz1 , . . . , Czn) (we call it the tuple of module operators or
module operators in short) on Q by

Czi = PQMzi |Q (i = 1, . . . , n),



BEURLING QUOTIENT MODULES 3

where PQ is the orthogonal projection from H2
E(Dn) onto Q. Therefore, Q is a contractive

Hilbert module over C[z1, . . . , zn] in the following sense (see [5, 8]):

(p, h) ∈ C[z1, . . . , zn]×Q −→ p(Cz1 , . . . , Czn)h ∈ Q.
The following theorem provides the answer to Question 1:

Theorem 1.1. Let E be a Hilbert space and let Q be a quotient module of H2
E(Dn). Then Q

is a Beurling quotient module if and only if

(IQ − C∗
zi
Czi)(IQ − C∗

zj
Czj) = 0 (i 6= j).

The proof of Theorem 1.1 depends on several lemmas, some of which are of independent
interest and related to the delicate structure of submodules and quotient modules of (vector-
valued) Hardy space over Dn. This is the content of Section 2.
In section 3, we apply the above framework to dilations of n-tuples of commuting contrac-

tions. Let us explain this when n = 2. A pair of commuting contractions (T1, T2) on H is
called Brehmer if T1 and T2 are pure and D ≥ 0, where

D := IH − T1T
∗
1 − T2T

∗
2 + T1T2T

∗
1 T

∗
2 .

It is known [6, 11] that a Brehmer pair dilates to (Mz1 ,Mz2) on a vector-valued Hardy space,
or, equivalently, (Mz1 ,Mz2) on vector-valued Hardy spaces are analytic models of Brehmer
pair. More specifically, if (T1, T2) is a Brehmer pair, then there exist a Hilbert space D (which

is actually ranD
1
2 ) and a quotient module Q ⊆ H2

D(D2) such that

(T1, T2) ∼= (PQMz1|Q, PQMz2|Q).
SinceQ is not necessarily a Beurling quotient module, this model is not completely comparable
with the classical Sz.-Nagy and Foias analytic models of pure contractions. The missing piece
is precisely a paraphrase of Theorem 1.1: Let (T1, T2) be a pair of commuting contractions

on H, and let D = ranD
1
2 . Then there exist a Hilbert space E∗ and an inner function

Θ ∈ H∞
B(E∗,D)(Dn) such that

(T1, T2) ∼= (PQΘ
Mz1|QΘ

, PQΘ
Mz2|QΘ

),

if and only if the pair (T1, T2) is Brehmer and

(IH − T ∗
1 T1)(IH − T ∗

2 T2) = 0.

Here QΘ := H2
D(Dn)/ΘH2

E∗(D
n) is the Beurling quotient module of H2

D(D2) corresponding to
the inner function Θ ∈ H∞

B(E∗,D)(Dn). This is the main content of Theorem 3.2.

Section 4 deals with factorizations of inner functions inH∞
B(E∗,E)(D

n) and invariant subspaces
of tuples of module operators. We briefly explain the main content of Section 4 when E = C
and n = 2. The starting point is the following one variable result (see Sz.-Nagy and Foias, and
Bercovici [3, 12]), which connects invariant subspaces of module operators with factorizations
of the corresponding inner functions:
Let θ ∈ H∞(D) be an inner function. Then Tθ := PQθ

Mz|Qθ
has an invariant subspace if and

only if there exist inner functions φ and ψ in H∞(D) such that

θ = φψ.
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However, in the case of H∞(D2), the existence of joint invariant subspaces is not sufficient
to ensure factorizations of inner functions (see Example 4.2). Theorem 4.4 deals with this
missing link: Let θ ∈ H∞(D2) be an inner function, Qθ = H2(D2)/θH2(D2), and let Tθ =
(PQθ

Mz1|Qθ
, PQθ

Mz2 |Qθ
) denote the pair of module operators. The following are equivalent.

(1) θ = φψ for some inner functions φ, ψ ∈ H∞(D2).
(2) There exists a joint Tθ-invariant subspace M ⊆ Qθ such that M ⊕ θH2(D2) is a

Beurling submodule of H2(D2).
(3) There exists a joint Tθ-invariant subspace M ⊆ Qθ such that

(I − C∗
1C1)(I − C∗

2C2) = 0,

where Ci = PQθ⊖MMzi |Qθ⊖M and i = 1, 2.

In Corollary 4.5, we prove that nontrivial factorizations is equivalent to the existence of
nontrivial invariant subspaces of tuples of module operators.

All the Hilbert spaces considered in this paper are assumed to be complex and separable.
Given Hilbert spaces E and E∗, we denote by B(E∗, E) (or simply by B(E) if E∗ = E) the Banach
space of all bounded linear operators from E∗ to E . We say that two n-tuples T = (T1, . . . , Tn)
on H and R = (R1, . . . , Rn) on K are unitarily equivalent (which we denote by T ∼= R) if
there exists a unitary U ∈ B(H,K) such that UTi = RiU for all i = 1, . . . , n.
Finally, it is worth pointing out that the general definition of a Brehmer pair (T1, T2) (or

an n-tuple) does not assume that the Ti’s are pure. Here the restricted definition fits well
with the analytical model framework for our class of operators.

2. Proof of Theorem 1.1

Throughout this section we fix a Hilbert space E and a quotient module Q of H2
E(Dn). We

denote by S the submodule Q⊥, that is

S = H2
E(Dn)	Q ∼= H2

E(Dn)/Q.

In order to shorten some of our computations, we will use the standard notation of cross-
commutators: [T1, T2] := T1T2 − T2T1 whenever T1 and T2 are bounded linear operators on
some Hilbert space.

Now, by definition, Q is a Beurling quotient module if and only if there exist a Hilbert
space E∗ and an inner function Θ ∈ H∞

B(E∗,E)(D
n) such that S = ΘH2

E∗(D
n), which, by [10, 14],

equivalent to the condition that [R∗
zj
, Rzi ] = 0 for all i 6= j, where Rzr = Mzr |S , and r =

1, . . . , n. Then we have the following interpretation of Theorem 1.1:

Lemma 2.1. For each i and j in {1, . . . , n}, define

Xij = PSMziPQM
∗
zj
PS .

Then Q is a Beurling quotient module if and only if Xij = 0 for all i 6= j.

Proof. Suppose i 6= j. Since MziM
∗
zj
=M∗

zj
Mzi and IH2

E(Dn) − PS = PQ, it follows that

[R∗
zj
, Rzi ] = R∗

zj
Rzi −RziR

∗
zj
= PSM

∗
zj
Mzi |S − PSMziPSM

∗
zj
|S = PSMziPQM

∗
zj
|S .
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Therefore, [R∗
zj
, Rzi ] = 0 if and only if (PSMziPQM

∗
zj
)|S = 0, which is equivalent to Xij =

(PSMziPQM
∗
zj
)PS = 0.

It is often convenient to work with PQMziPQ ∈ B(H2
E(Dn)), which we will denote by Ci,

that is

Ci = PQMziPQ ∈ B(H2
E(Dn)) (i = 1, . . . , n).

Observe that C = (PQMz1PQ, . . . , PQMznPQ) is an n-tuple of commuting contractions on
H2

E(Dn) (or, equivalently, C defines a contractive C[z1, . . . , zn]-Hilbert module structure on
H2

E(Dn)), and

Ci|Q = Czi and C
∗
i |Q = C∗

zi
,

for all i = 1, . . . , n. Finally, to shorten notation we set T k = T k1
1 · · ·T kn

n whenever T =
(T1, . . . , Tn) is a commuting tuple on some Hilbert space and k = (k1, . . . , kn) ∈ Zn

+.
For the rest of this section, we fix i and j from {1, . . . , n}, and assume that i 6= j. In what

follows, we will use k̂i (k̂j) to denote multi-indices in Zn
+ whose i-th (j-th) slot has zero entry.

The following lemma will play a key role.

Lemma 2.2. [Ci, C
∗k̂i ] = PQM

∗k̂i
z PSMziPQ for all k̂i ∈ Zn

+ \ {0}.

Proof. First notice that C∗l = M∗l
z PQ and C l = PQM

l
z for all l ∈ Zn

+. Since [Ci, C
∗k̂i ] =

CiC
∗k̂i − C∗k̂iCi, it follows that

[Ci, C
∗k̂i ] = PQMziM

∗k̂i
z PQ − PQM

∗k̂i
z PQMziPQ.

Then, writing PQ = IH2
E(Dn) − PS into the middle of the second term on the right side and

using M∗k̂i
z Mzi =MziM

∗k̂i
z , we get the desired equality.

For each t = 1, . . . , n, we set DCt = (PQ − C∗
t Ct)

1
2 . Since

C∗
t Ct = PQM

∗
ztPQMztPQ = PQM

∗
zt(IH2

E(Dn) − PS)MztPQ = PQ − PQM
∗
ztPSMztPQ,

that DCt is well defined follows from the fact that

(2.1) PQ − C∗
t Ct = PQM

∗
ztPSMztPQ ≥ 0.

We now recall a classical result due to R. Douglas [7]. Let A and B be contractions on a
Hilbert space H. The Douglas’s range and inclusion theorem then says that AA∗ ≤ BB∗ if
and only if there exists a contraction X such that A = BX. We are now ready for the third
key lemma of this section.

Lemma 2.3. Suppose k̂i ∈ Zn
+ \ {0}. There exist contractions Xk̂i

and Yk̂i in B(Q) such that

[Ci, C
∗k̂i ] = Xk̂i

DCi
and [C k̂i , C∗

i ] = DCi
Yk̂i .
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Proof. We already know that D2
Ci

= PQ −C∗
t Ct = PQM

∗
zi
PSMziPQ. Then, by Lemma 2.2, we

have

D2
Ci

− [Ci, C
∗k̂i ]∗[Ci, C

∗k̂i ] = PQM
∗
zi
PSMziPQ − (PQM

∗
zi
PSM

k̂i
z )PQ(M

∗k̂i
z PSMziPQ)

= PQM
∗
zi
PS(IH2

E(Dn) −M k̂i
z PQM

∗k̂i
z )PSMziPQ

= (PQM
∗
zi
PS)(IH2

E(Dn) −M k̂i
z PQM

∗k̂i
z )(PQM

∗
zi
PS)

∗.

Since M k̂i
z PQ is a contraction, it follows that IH2

E(Dn) −M k̂i
z PQM

∗k̂i
z ≥ 0, and hence

D2
Ci

− [Ci, C
∗k̂i ]∗[Ci, C

∗k̂i ] ≥ 0.

Then the first equality is an immediate consequence of the Douglas’s range and inclusion

theorem. Finally, since [Ci, C
∗k̂i ]∗ = [C k̂i , C∗

i ], the second equality follows from the first.

The final ingredient is the following result. Again recall that Xij = PSMziPQM
∗
zj
PS (see

Lemma 2.1).

Lemma 2.4. If DCi
DCj

= 0, then, for each k̂i, l̂j ∈ Zn
+ \ {0},

(1) PQM
∗k̂i
z XijM

l̂j
z PQ = 0,

(2) PQM
∗
zi
XijM

l̂j
z PQ = 0, and

(3) PQM
∗k̂i
z XijMzjPQ = 0.

Proof. By Lemma 2.3, we have on one hand [Ci, C
∗k̂i ][Cj, C

∗l̂j ]∗ = 0, and on the other hand,
by Lemma 2.2,

[Ci, C
∗k̂i ][Cj, C

∗l̂j ]∗ = (PQM
∗k̂i
z PSMzi)PQ(M

∗
zj
PSM

l̂j
z PQ)

= PQM
∗k̂i
z XijM

l̂j
z PQ.

This proves (1). To verify (2), first observe that (2.1) implies

(PQ − C∗
i Ci)[C

l̂j , C∗
j ] = (PQM

∗
zi
PSMziPQ)[Cj, C

∗l̂j ]∗.

By Lemma 2.2, we can write [Cj, C
∗l̂j ]∗ = PQM

∗
zj
PSM

l̂j
z PQ, where, on the other hand, Lemma

2.3 implies that

(PQ − C∗
i Ci)[C

l̂j , C∗
j ] = 0.

Therefore

0 = (PQM
∗
zi
PSMziPQ)(PQM

∗
zj
PSM

l̂j
z PQ) = PQM

∗
zi
(PSMziPQM

∗
zj
PS)M

l̂j
z PQ,

which proves (2). The proof of (3) is similar to that of (2): We first observe that

[Ci, C
∗k̂i ](PQ − C∗

jCj) = PQM
∗k̂i
z XijMzjPQ

whereas Lemma 2.3 implies that [Ci, C
∗k̂i ](PQ − C∗

jCj) = 0.
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We also need the following simple observation: Q reduces (M∗
z1
PSMz1 , . . . ,M

∗
znPSMzn),

that is

(2.2) PQ(M
∗
ztPSMzt) = (M∗

ztPSMzt)PQ (t = 1, . . . , n).

Indeed, for a fixed t in {1, . . . , n}, writing PQ = IH2
E(Dn) − PS , we see that

PQ(M
∗
ztPSMzt)PQ =M∗

ztPSMztPQ − PSM
∗
ztPSMztPQ,

and, on the other hand, PSM
∗
ztPS = PSM

∗
zt and M

∗
ztMzt = IH2

E(Dn) implies that

PSM
∗
ztPSMztPQ = PSM

∗
ztMztPQ = PSPQ = 0.

That is, PQ(M
∗
ztPSMzt)PQ = (M∗

ztPSMzt)PQ. Then the claim follows from the fact that
M∗

ztPSMzt is a self-adjoint operator.
Now we are ready to plunge into the main body of the proof of Theorem 1.1.

Proof of Theorem 1.1. Suppose Q is a Beurling quotient module. Then there exist a Hilbert
space E∗ and an inner function Θ ∈ H∞

B(E∗,E)(D
n) such that S = ΘH2

F(Dn) (see the discussion

preceding Lemma 2.1). Then PS =MΘM
∗
Θ. Now (2.1) and (2.2) implies that

PQ − C∗
t Ct =M∗

ztPSMztPQ (t = 1, . . . , n).

Therefore by applying (2.2) again we obtain

(PQ − C∗
i Ci)(PQ − C∗

jCj) = (M∗
zi
PSMzi)PQ(M

∗
zj
PSMzj)PQ =M∗

zi
PSMziM

∗
zj
PSMzjPQ.

We know byM∗
ΘMΘ = IH2

E(Dn) andMtMΘ =MΘMt for all t = 1, . . . , n, thatM∗
ΘM

∗
zj
MziMΘ =

M∗
zj
Mzi . Then PS = MΘM

∗
Θ implies that PSM

∗
zj
MziPS = MΘM

∗
zj
MziM

∗
Θ = MΘMziM

∗
zj
M∗

Θ,
and hence

M∗
zi
PSMziM

∗
zj
PSMzjPQ =M∗

zi
MΘMziM

∗
zj
M∗

ΘMzjPQ =MΘM
∗
ΘPQ = 0,

which yields (PQ − C∗
i Ci)(PQ − C∗

jCj) = 0. Thus we obtain

(IQ − C∗
zi
Czi)(IQ − C∗

zj
Czj) = (PQ − C∗

i Ci)(PQ − C∗
jCj)|Q = 0.

Now we turn to the converse. By taking into account Lemma 2.1, what we have to show
is that Xij = 0. We now describe a multi-step reduction process that reduces this claim to
Lemma 2.4. First observe that span{zkQ : k ∈ Zn

+} reduces Mzt for all t = 1, . . . , n. Then
there exists a closed subspace E1 of E such that

span{zkQ : k ∈ Zn
+} = H2

E1(D
n).

By setting E0 = E 	 E1, it follows that

H2
E(Dn) = span{zkQ : k ∈ Zn

+} ⊕H2
E0(D

n).

Since Q⊥ = S ⊇ H2
E0(D

n), for each f ∈ H2
E0(D

n), we have PQM
∗
zi
PSf = PQM

∗
zi
f = 0, as

H2
E0(D

n) reduces Mzi . This proves that

Xij|H2
E0

(Dn) = 0.
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So we only need to check that Xij|span{zkQ:k∈Zn
+} = 0, or, equivalently

XijM
l
zPQ = 0 (l ∈ Zn

+).

Since Xij = PSMziPQM
∗
zj
PS (see the definition of Xij in Lemma 2.1), we only need to consider

l ∈ Zn
+ \ {0}. Moreover, for each f0 ∈ H2

E0(D
n), since M∗

zi
f0 ∈ S, it follows that

〈XijM
l
zf, f0〉 = 〈PSMziPQM

∗
zj
PSM

l
zf, f0〉 = 〈PQM

∗
zj
PSM

l
zf,M

∗
zi
f0〉 = 0,

for all f ∈ Q and l ∈ Zn
+ \ {0}. Therefore, it suffices to prove that

XijM
l
zQ ⊥Mk

zQ (l ∈ Zn
+ \ {0}, k ∈ Zn

+).

Note that the case k = 0 is trivial since ranXij ⊆ S. Hence, we are reduced to showing that

(2.3) PQM
∗k
z XijM

l
zPQ = 0 (k, l ∈ Zn

+ \ {0}).

To prove this in full generality, we start with k = ei and l = ej, where ei and ej are the
multiindices with 1 in the i- th and j-th slot, respectively, and zero elsewhere. In this case,
we prove a little bit more, namely

M∗
zi
XijMzj = 0.

We proceed as follows: By applying (2.1) twice we obtain

(PQ − C∗
i Ci)(PQ − CjC

∗
j ) = (PQM

∗
zi
PSMziPQ)(PQM

∗
zj
PSMzjPQ)

= PQ(M
∗
zi
PSMzi)PQ(M

∗
zj
PSMzj)PQ

Since (PQ − C∗
i Ci)(PQ − CjC

∗
j ) = 0, by assumption, (2.2) implies that

0 = PQ(M
∗
zi
PSMzi)PQ(M

∗
zj
PSMzj)PQ = (M∗

zi
PSMzi)PQ(M

∗
zj
PSMzj) =M∗

zi
XijMzj ,

which proves the desired identity. In particular, (2.3) holds whenever k, l ∈ Zn
+ \ {0} and

ki, lj 6= 0. Now let us consider the remaining cases: k, l ∈ Zn
+ \ {0}, where

Case 1: ki = lj = 0,
Case 2: ki 6= 0 and lj = 0, and
Case 3: ki = 0 and lj 6= 0.
The first case simply follows from part (1) of Lemma 2.4. For the remaining cases, we fix
k, l ∈ Zn

+ \ {0}. By (2.2) we have

PQM
∗k
z M∗

zi
(PSMziPQ) = PQM

∗k
z (M∗

zi
PSMzi)PQ = PQM

∗k
z PQ(M

∗
zi
PSMzi)PQ.

Therefore, PQM
∗k
z M∗

zi
(PSMziPQ) = (PQM

∗k
z )PQM

∗
zi
(PSMziPQ), from which it immediately

follows that

PQM
∗k
z M∗

zi
XijM

l
zPQ = (PQM

∗k
z )(PQM

∗
zi
XijM

l
zPQ),

and similarly

PQM
∗k
z XijMzjM

l
zPQ = (PQM

∗k
z XijMzjPQ)(M

l
zPQ).

Then Case 2 and Case 3 follows from part (2) and part (3), respectively, of Lemma 2.4. This
completes the proof that Q is a Beurling quotient module.
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3. Isometric dilations

This section is meant to complement the dilation theory of (a concrete class of) n-tuples
of commuting contractions.

We begin with the definition of isometric dilations. Let T = (T1, . . . , Tn) and V =
(V1, . . . , Vn) be commuting tuples of contractions and isometries on Hilbert spaces H and
K, respectively. We say that V is an isometric dilation of T (or T dilates to V ) if there exists
an isometry Π : H → K such that ΠT ∗

i = V ∗
i Π for all i = 1, . . . , n.

We will mostly restrict attention here to the case when V is (Mz1 , . . . ,Mzn) on H2
E(Dn)

for some Hilbert space E . In fact, if n = 1, then T = (T ) dilates to Mz on H2
E(D) for some

Hilbert space E if and only if T is a pure contraction (recall again that an operator X is pure
if the sequence {X∗m}m≥0 converges to 0 in the strong operator topology). This deep result
is due to Sz.-Nagy and C. Foias, and L. de Branges [12]. However, in sharp contrast, if n = 2
(n > 2), then general n-tuples of pure commuting contractions do not dilate to (Mz1 ,Mz2) on
vector-valued Hardy space over D2 (commuting tuples of isometries).

However, the multivariable situation is completely favorable in the case of Brehmer tuples
(also popularly known as Szegö tuples). Let T = (T1, . . . , Tn) be a commuting tuple of
contractions on a Hilbert space H. We say that T is Brehmer if Ti is pure for all i = 1, . . . , n,
and ∑

F⊆{1,...,n}

(−1)|F |TFT
∗
F ≥ 0,

where |F | denotes the cardinality of F and TF =
∏

j∈F Tj for all F ⊆ {1, . . . , n}. We set, by

convention, that T∅ = IH and |∅| = 0. Given a Brehmer tuple T on H, we define the defect
operator and defect space of T as

D2
T ∗ =

∑
F⊆{1,...,n}

(−1)|F |TFT
∗
F , and D = ranDT ∗ ,

respectively. The following is one of the most concrete multivariable dilation results [6, 11]:

Theorem 3.1. If T = (T1, . . . , Tn) is a Brehmer tuple on H, then T dilates to (Mz1 , . . . ,Mzn)
on H2

D(Dn).

In particular, there exists an isometry Π : H → H2
D(Dn) such that ΠT ∗

i = M∗
zi
Π for all

i = 1, . . . , n. Then Q := ΠH is a quotient module of H2
D(Dn), and hence

T ∼= (PQMz1|Q, . . . , PQMzn|Q),
on Q. Note again that, if n = 1, then Q is a Beurling quotient module, and hence

T ∼= P(ΘH2
E∗ (D))

⊥Mz|(ΘH2
E∗ (D))

⊥ ,

for some Hilbert space E∗ and inner function Θ ∈ H∞
B(E∗,E)(D). This inner function Θ and the

Beurling quotient module
QΘ = (ΘH2

E∗(D))
⊥,

are popularly known as the characteristic function of T and the model space corresponding to
T , respectively [12]. In summary, pure contractions are unitarily equivalent to compressions
of Mz to model spaces.
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We now study an analog of the above analytic model theorem for n-tuples of commut-
ing contractions. First we set up some notation. Let E and E∗ be Hilbert spaces, and let
Θ ∈ H∞

B(E∗,E)(D
n) be an inner function. Let us denote by QΘ = H2

E(Dn) 	 ΘH2
E∗(D

n) and

SΘ = ΘH2
E∗(D

n) the Beurling quotient module and the Beurling submodule, respectively,
corresponding to Θ. We also define Tzi,Θ = PQΘ

Mzi |QΘ
for all i = 1, . . . , n, and set

TΘ = (Tz1,Θ, . . . , Tzn,Θ).

One can now ask which n-tuples of commuting contractions are unitarily equivalent to TΘ
on Beurling quotient modules (or, model spaces) QΘ. The following result (a refinement of
Theorem 1.1) yields a complete answer to this question.

Theorem 3.2. Let T = (T1, . . . , Tn) be an n-tuple of commuting contractions on H. The
following are equivalent.

(a) T ∼= TΘ for some Beurling quotient module QΘ.
(b) T is a Brehmer tuple and (IH − T ∗

i Ti)(IH − T ∗
j Tj) = 0 for all i 6= j.

The proof directly follows from Theorem 1.1 and Theorem 3.1.

4. Factorizations and invariant subspaces

The main goal of this section is to classify factorizations of inner functions in terms of
invariant subspaces of tuples of module operators. Our observation will also bring out a key
difference between n-tuples of operators, n > 1, and single operators.

The structure of invariant subspaces of bounded linear operators has been traditionally
related to the theory of (nontrivial) factorizations of one variable inner functions. For instance,
the following result (see [12, Chapter VI], and more specifically [3, Chapter 5, Proposition
1.21]) connects invariant subspaces of module (or model) operators with factorizations of
the corresponding inner functions. Here we follow the same notation as in the discussion
preceding Theorem 3.2.

Theorem 4.1 (Sz.-Nagy and Foias, and Bercovici). Let Θ ∈ H∞
B(E∗,E)(D) be an inner function.

Then TΘ has an invariant subspace if and only if there exist a Hilbert space F and inner
functions Φ ∈ H∞

B(F ,E)(D) and Ψ ∈ H∞
B(E∗,F)(D) such that

Θ = ΦΨ.

In the above, the corresponding TΘ-invariant subspace is given by M = SΦ 	 SΘ [3,
Chapter 5, Proposition 1.21]. Here we are interested in the polydisc version of the above
theorem. However, the following example shows that in the case when n > 1 the existence of
joint invariant subspaces is not sufficient to ensure factorizations of inner functions.

Example 4.2. Consider the submodule S = {f ∈ H2(D2) : f(0, 0) = 0} of H2(D2). Since

S = z1(H
2(D)⊗ C)⊕ z2(C⊗H2(D))⊕ z1z2H

2(D2),

and S is a reproducing kernel Hilbert space, the kernel function k of S is given by

k(z, w) =
z1w̄1

1− z1w̄1

+
z2w̄2

1− z2w̄2

+ z1z2S(z, w)w̄1w̄2 (z, w ∈ D2),
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where

S(z, w) = (1− z1w̄1)
−1(1− z2w̄2)

−1 (z, w ∈ D2),

is the Szegö kernel of D2. A simple calculation shows that

k(z, w) = (z1(1− z2w̄2)w̄1 + z2w̄2)S(z, w) (z, w ∈ D2).

If possible, suppose that S is a Beurling submodule, that is, S = θH2(D2) for some inner

function θ ∈ H∞(D2). Then k(z, w) = θ(z)θ(w)S(z, w), from which it immediately follows
that

θ(z)θ(w) = z1(1− z2w̄2)w̄1 + z2w̄2 (z, w ∈ D2).

Clearly, the left side is a positive definite function while the right side is not. This proves
that S is not a Beurling submodule. Now observe

φ(z) =
2z1z2 − z1 − z2
2− z1 − z2

(z ∈ D2),

defines an inner function in H∞(D2). We have φ(0, 0) = 0, and φH2(D2) $ S $ H2(D2). Set
M = S 	 φH2(D2). Then M is a non-trivial (PQφMz1|Qφ , PQφMz2|Qφ)-invariant subspace of
Qφ, but φ is not factorable.

The missing component in the polydisc analogue of Theorem 4.1 will be determined in
Theorem 4.4. But before that, we need a lemma. We will identify as usual Mzi on H

2
E(Dn)

with Mzi ⊗ IE on H2(Dn)⊗ E , i = 1, . . . , n, and write

Mz ⊗ IE = (Mz1 ⊗ IE , . . . ,Mzn ⊗ IE).

We know, for each i = 1, . . . , n, that

M∗
zi
(S(·, w)⊗ η) = w̄i(S(·, w)⊗ η),

and hence MziM
∗
zi
(S(·, w) ⊗ η) = ziw̄i(S(·, w) ⊗ η) for all w ∈ Dn and η ∈ E . It is now easy

to see that D2
Mz⊗IE

= PC ⊗ IE (see the definition of defect operators in Section 3), where PC
denotes the orthogonal projection of H2(Dn) onto the one-dimensional subspace of constant
functions.

Lemma 4.3. Let Θ ∈ H∞
B(E∗,E)(D

n) be an inner function. If ΘH2
E∗(D

n) = H2
E(Dn), then Θ is

an unitary constant.

Proof. Since, by hypothesis, MΘ : H2
E∗(D

n) → H2
E(Dn) is unitary and (Mzi ⊗ IE)MΘ =

MΘ(Mzi ⊗ IE∗), it follows that (M
∗
zi
⊗ IE)MΘ =MΘ(M

∗
zi
⊗ IE∗) for all i = 1, . . . , n. Then

D2
Mz⊗IE

MΘ =MΘD
2
Mz⊗IE∗

,

and hence

(PC ⊗ IE)MΘ =MΘ(PC ⊗ IE∗).

Thus, for any η ∈ E∗, we have Θ(z)η = Θ(0)η, z ∈ Dn, that is, Θ ≡ Θ(0) is a constant
function. This completes the proof of the lemma.
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The n = 1 case of the above lemma can be found in [3, Chapter 5, Proposition 1.17].
Moreover, the present proof is slightly simpler.
We are now ready for the polydisc analog of Theorem 4.1. We will use the same notation

as in the discussion preceding Theorem 3.2.

Theorem 4.4. Let Θ ∈ H∞
B(E∗,E)(D

n) be an inner function. The following are equivalent.

(1) There exist a Hilbert space F and inner functions Ψ and Φ in H∞
B(E∗,F)(Dn) and

H∞
B(F ,E)(Dn), respectively, such that Θ = ΦΨ.

(2) There exists a TΘ-invariant subspace M ⊆ QΘ such that M ⊕ SΘ is a Beurling
submodule of H2

E(Dn).
(3) There exists a TΘ-invariant subspace M ⊆ QΘ such that

(I − C∗
i Ci)(I − C∗

jCj) = 0 (i 6= j),

where Cs = PQΘ⊖MTzs,Θ|QΘ⊖M for all s = 1, . . . , n.

Proof. (1) ⇒ (2): Since MΘ =MΦMΨ, we have ΘH2
E∗(D

n) ⊆ ΦH2
F(Dn). Define

M := ΦH2
F(Dn)	ΘH2

E∗(D
n) = SΦ 	 SΘ.

Clearly, M is a closed subspace of QΘ. Also note that

QΘ 	M = (H2
E(Dn)	ΘH2

E∗(D
n))	 (ΦH2

F(Dn)	ΘH2
E∗(D

n)),

and hence, QΘ 	M = QΦ. Since T ∗
zi,Θ

= M∗
zi
|QΘ

and QΦ ⊆ QΘ, it follows that QΦ is T ∗
zi,Θ

-
invariant for all i = 1, . . . , n. Consequently, M is a TΘ-invariant subspace. For the second
part, observe that

M⊕SΘ = SΦ,

is a Beurling submodule of H2
E(Dn).

(2) ⇒ (1): Let M is a TΘ-invariant subspace of QΘ and suppose M ⊕ SΘ is a Beurling
submodule of H2

E(Dn). Then (see the discussion preceding Lemma 2.1) there exist a Hilbert
space F and an inner function Φ ∈ H∞

B(F ,E)(Dn) such that

M⊕SΘ = ΦH2
F(Dn).

In particular, ΘH2
E(Dn) ⊆ ΦH2

F(Dn), and hence, by Douglas’s range and inclusion theorem,
there exists a contraction X : H2

E∗(D
n) → H2

F(Dn) such that MΘ = MΦX. But now, since
MΦ is an isometry and

MΦXMzi =MΘMzi =MziMΘ =MziMΦX =MΦMziX,

we find XMzi = MziX for all i = 1, . . . , n. Then there exists Ψ ∈ H∞
B(E∗,F)(Dn) such that

X =MΨ. Finally, since MΘ and MΦ are isometries, we obtain

‖f‖ = ‖MΘf‖ = ‖MΦMΨf‖ = ‖MΨf‖ (f ∈ H2
E(Dn)),

and hence, MΨ is an isometry.
(1) ⇒ (3): As in the proof of (1) ⇒ (2), if we set M = ΦH2

F(Dn) 	 ΘH2
E∗(D

n), then
QΘ 	M = QΦ, which implies Cs = PQΦ

Mzs|QΦ
for all s = 1, . . . , n. Then the desired equal-

ity immediately follows from Theorem 1.1 applied to (C1, . . . , Cn) on the Beurling quotient
module QΦ.
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(3) ⇒ (2): Since T ∗
zi,Θ

=M∗
zi
|QΘ

, i = 1, . . . , n, it follows that QΘ	M is a quotient module of

H2
E(Dn). This says QΘ	M is a Beurling quotient module, taking into account the hypothesis

and Theorem 1.1. Finally, we observe

H2
E(Dn)	 (M⊕SΘ) = QΘ 	M,

which implies that M⊕SΘ is a Beurling submodule. This completes the proof of the theorem.

It is now worthwhile to observe that the subspace M⊕ φH2(D2) in Example 4.2 is not a
Beurling submodule.

Finally, let us concentrate on the trivial cases of the above theorem, namely, M = {0}
and M = QΘ. Recall that M = ΦH2

F(Dn) 	 ΘH2
E∗(D

n). Then M = {0} if and only if
ΦH2

F(Dn) = ΘH2
E∗(D

n), which, since Θ = ΦΨ, equivalent to H2
F(Dn) = ΨH2

E∗(D
n). By

Lemma 4.3, the latter condition is equivalent to the condition that Ψ is a unitary constant.
For the second case, we note that M = QΘ if and only if

ΦH2
F(Dn)	ΘH2

E∗(D
n) = H2

E(Dn)	ΘH2
E∗(D

n),

which is equivalent to H2
E(Dn) = ΦH2

F(Dn). Therefore, we note, again by Lemma 4.3, that
M = QΘ if and only if Φ is a unitary constant. This proves thatM is a nontrivial TΘ-invariant
subspace of QΘ if and only if the inner functions Φ and Ψ are not unitary constant.

In fact, something more can be said. We continue to use the setting and conclusion of
Theorem 4.4.

Corollary 4.5. Let Θ ∈ H∞
B(E∗,E)(D

n) be a nonconstant inner function. Then the inner
functions Φ and Ψ are nonconstant if and only if the following holds:

(1) M is a nontrivial TΘ-invariant subspace of QΘ,
(2) M is not a Beurling submodule of H2

E(Dn), and
(3) QΘ 	M does not reduce Mz ⊗ IE .

Proof. We have already seen that M is a nontrivial subspace of QΘ if and only if both the
inner functions Φ and Ψ are not unitary constant. In particular, if Φ and Ψ are nonconstant,
then M is a nontrivial subspace of QΘ. Now suppose that M is a Beurling submodule. Then
there exist a Hilbert space F1 and an inner function Φ1 ∈ H∞

B(F1,E)(D
n) such that ΦH2

F(Dn)	
ΘH2

E∗(D
n) = Φ1H

2
F1
(Dn). In particular, Φ1H

2
F1
(Dn) ⊆ ΦH2

F(Dn), which implies that Φ1 =
ΦΦ2 for some inner function Φ2 ∈ H∞

B(F1,F)(Dn). This yields Φ1H
2
F1
(Dn) = ΦΦ2H

2
F1
(Dn), and

hence
ΦΦ2H

2
F1
(Dn) = ΦH2

F(Dn)	 ΦΨH2
E∗(D

n) = ΦQΨ,

from which we obtain QΨ = Φ2H
2
F1
(Dn). Thus QΨ, or equivalently, SΨ reduces Mz ⊗ IE ,

which implies that Ψ is a constant. This is a contradiction.
Finally, suppose towards a contradiction that QΘ 	M reduces Mz ⊗ IE . Then

M⊕SΘ = H2
E(Dn)	 (QΘ 	M),

also reduces Mz ⊗ IE . On the other hand, since M ⊕ SΘ = ΦH2
F(Dn), it follows that

ΦH2
F(Dn) = H2

F2
(Dn), and hence that Φ is a constant, which is a contradiction.
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Now we turn to the converse part. Suppose M is a nontrivial TΘ-invariant subspace of QΘ.
Since Θ = ΦΨ and Θ is nonconstant, both Φ and Ψ can not be constant. Moreover, since M
is nontrivial, Φ and Ψ cannot be unitary constants (see the discussion preceding the statement
of the corollary). It remains to show that Φ and Ψ cannot be constant isometry operators.
First, let us assume that Φ ≡ V1 for some non-unitary isometry V1 and that Ψ is nonconstant.
Then

M⊕ΘH2
E∗(D

n) = ΦH2
F(Dn) = V1H

2
F(Dn) = H2

V1F(D
n),

and hence M⊕ ΘH2
E∗(D

n) reduces Mz ⊗ IE , which is a contradiction. On the other hand, if
Ψ ≡ V2 and Φ is nonconstant, where V2 is a non-unitary isometry, then

M = ΦH2
F(Dn)	 ΦΨH2

E∗(D
n) = Φ(H2

F(Dn)	 V2H
2
E∗(D

n)) = ΦH2
F⊖V2E∗(Dn),

is a Beurling submodule of H2
E(Dn), which is a contradiction. This completes the proof of the

corollary.

We refer the reader to the papers [4, 9, 16] and the survey [15] for other results (mostly in
two variables) on Beurling quotient modules.
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