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for operators in the Cowen-Douglas class
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Abstract

The curvature KT (w) of a contraction T in the Cowen-Douglas class B1(D) is bounded above by
the curvature KS∗(w) of the backward shift operator. However, in general, an operator satisfying
the curvature inequality need not be contractive. In this note, we characterize a slightly smaller
class of contractions using a stronger form of the curvature inequality. Along the way, we find
conditions on the metric of the holomorphic Hermitian vector bundle ET corresponding to the
operator T in the Cowen-Douglas class B1(D) which ensures negative definiteness of the curvature
function. We obtain a generalization for commuting tuples of operators in the class B1(Ω), for a
bounded domain Ω in Cm.

1. Introduction

Let H be a complex separable Hilbert space and L(H) denote the collection of bounded
linear operators on H. The following important class of operators was introduced in [3].

Definition 1. For a connected open subset Ω of C and a positive integer n, let

Bn(Ω) =
{
T ∈ L(H) | Ω ⊂ σ(T ),
ran (T − w) = H for w ∈ Ω,∨
w∈Ω

ker(T − w) = H,

dim ker(T − w) = n for w ∈ Ω
}
,

where σ(T ) denotes the spectrum of the operator T .

We recall (cf. [3]) that an operator T in the class Bn(Ω) defines a holomorphic Hermitian
vector bundle ET in a natural manner. It is the sub-bundle of the trivial bundle Ω×H defined
by

ET = {(w, x) ∈ Ω×H : x ∈ ker(T − w)}

with the natural projection map π : ET → Ω, π(w, x) = w. It is shown in [3, Proposition 1.12]
that the mapping w −→ ker(T − w) defines a rank n holomorphic Hermitian vector bundle ET
over Ω for T ∈ Bn(Ω). In [3], it was also shown that the equivalence class of the holomorphic
Hermitian vector bundle ET and the unitary equivalence class of the operator T determine
each other.
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Theorem 1.1. The operators T and T̃ in Bn(Ω) are unitarily equivalent if and only if the
corresponding holomorphic Hermitian vector bundles ET and EeT are equivalent.

In general, it is not easy to decide if two holomorphic Hermitian vector bundles are equivalent
except when the rank of the bundle is 1. In this case, the curvature

K(w) = − ∂2 log ‖ γ(w) ‖2

∂w∂w
,

of the line bundle E, defined with respect to a non-zero holomorphic section γ of E, is a complete
invariant. The definition of the curvature is independent of the choice of the section γ: If γ0

is another holomorphic section of E, then γ0 = φγ for some non-zero holomorphic function
φ defined on an open subset Ω0 of Ω, consequently the harmonicity of log |φ|, completes the
verification.

Let T ∈ B1(Ω). Fix w ∈ Ω and let γ be a holomorphic section of the line bundle ET . From
[3, Lemma 1.22], it follows that the vectors γ(w) and ∂γ(w) from a basis of ker(T − w)2. Let
NT (w) = T |ker(T−w)2 and {γ1(w), γ2(w)} be the basis obtained by applying Gram-Schmidt
ortho-normalization to the vectors γ(w) and ∂γ(w). The linear transformation NT (w) has the
matrix representation

NT (w) =
(
w hT (w)
0 w

)
,

where hT (w) =
(
−KT (w)

)− 1
2 , with respect to the orthonormal basis {γ1(w), γ2(w)}.

The curvature KT (w) of an operator T in B1(Ω) is negative. To see this, recall that the
curvature may also be expressed (cf.[3, page - 195]) in the form

KT (w) = −‖γ(w)‖2‖γ′(w)‖2 − |〈γ′(w), γ(w)〉|2

‖γ(w)‖4
. (1.1)

Applying Cauchy - Schwarz inequality, we see that the numerator is positive.
Let {e0, e1} be an orthonormal set of vectors. Suppose N is a nilpotent linear transformation

defined by the rule

e1 → a e0, e0 → 0, a ∈ C.

Then |a| determines the unitary equivalence class of N .
The localization NT (w)− wI2 =

(
0 hT (w)
0 0

)
of the operator T in B1(Ω) is nilpotent. Now,

hT (w) > 0 since we have shown that the curvature KT (w) is negative. Hence the curvature
KT (w) is an invariant for the operator T . The non-trivial converse of this statement follows
from Theorem 1.1. Thus the operators T and T̃ in B1(Ω) are unitarily equivalent if and only
if NT (w) is unitarily equivalent to NeT (w) for w in Ω.

Note that if T ∈ B1(D) is a contraction, that is, ‖T‖ ≤ 1, then NT (w) is a contraction for each
w ∈ D. Observe that ( a c0 b ) is a contraction if and only if |a| ≤ 1 and |c|2 ≤ (1− |a|2)(1− |b|2).
Thus ‖NT (w)‖ ≤ 1 if and only if KT (w) ≤ − 1

(1−|w|2)2 , w ∈ D. The adjoint S∗ of the unilateral
shift operator S is in B1(D). It is easy to see that γS∗(w) = (1, w, . . . , wn, . . .) ∈ `2+, w ∈ D, is a
holomorphic section for the corresponding holomorphic Hermitian line bundle ES∗ . The norm
‖γS∗(w)‖2 of the section γS∗ is (1− |w|2)−1 and hence the curvature KS∗(w) of the operator
S∗ is given by the formula − 1

(1−|w|2)2 , w ∈ D. We have therefore proved:

Proposition 1.2. If T is a contractive operator in B1(D), then the curvature of T is
bounded above by the curvature of the backward shift operator S∗.
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We think of the operator S∗ as an extremal operator within the class of contractions in
B1(D). This is a special case of the curvature inequality proved in [8]. The curvature inequality
is equivalent to contractivity of the operators NT (w), w ∈ Ω, while the contractivity of the
operator T is global in nature. So, it is natural to expect that the validity of the inequality
KT (w) ≤ − 1

(1−|w|2)2 , w ∈ D, need not force T to be a contraction. Indeed, J. Agler had
communicated the existence of an operator T , ‖T‖ > 1, in B1(D) with KT (w) ≤ KS∗(w) (cf.
[8, Note added in proof]) to G. Misra. Unfortunately, there is a printing error in [8, Note added
in proof], which should be corrected by reversing the inequality sign. No explicit example has
been written down of this phenomenon. We provide such an example here.

The main point of this note is to investigate additional conditions on the curvature, apart
from the inequality we have discussed above, which will ensure contractivity. We give an
alternative proof the curvature inequality. A stronger inequality becomes apparent from this
proof. It is this stronger inequality which, as we will show below, admits a converse.

An operator T in the class B1(Ω), as is well-known (cf. [3, pp. 194 ]), is unitarily equivalent
to the adjoint M∗ of the multiplication operator M by the co-ordinate function on some Hilbert
space HK of holomorphic functions on Ω∗ := {z ∈ C : z̄ ∈ Ω} possessing a reproducing kernel
K.

The kernel K is a complex valued function defined on Ω∗ × Ω∗ which is holomorphic in
the first variable and anti-holomorphic in the second. In consequence, the map w̄ → K(·, w),
w ∈ Ω∗, is holomorphic on Ω. We have K(z, w) = K(w, z) making it Hermitian. It is positive
definite in the sense that the n× n matrix((

K(wi, wj)
))n
i,j=1

is positive definite for every subset {w1, . . . , wn} of Ω∗, n ∈ N. Finally, the kernel K reproduces
the value of functions in HK , that is, for any fixed w ∈ Ω∗, the holomorphic function K(·, w)
belongs to HK and

f(w) = 〈f,K(·, w)〉, f ∈ HK , w ∈ Ω∗.

The correspondence between the operator T in B1(Ω) and the operator M∗ on the Hilbert
space HK is easy to describe (cf. [3, pp. 194 ]). Let γ be a non-zero holomorphic section
(for bounded domain in C, by Grauert’s Theorem, a global section exists) for the operator T
acting on the Hilbert space H. Consider the map Γ : H → O(Ω∗), where O(Ω∗) is the space
of holomorphic functions on Ω∗, defined by Γ(x)(z) = 〈x, γ(z̄)〉, z ∈ Ω∗. Transplant the inner
product from H on the range of Γ. The map Γ is now unitary from H onto the completion
of ran Γ. Define K to be the function K(z, w) = Γ

(
γ(w̄)

)
(z) = 〈γ(w̄), γ(z̄)〉, z, w ∈ Ω∗. Set

Kw(·) := K(·, w). Thus Kw is the function Γ
(
γ(w̄)

)
. It is then easily verified that K has the

reproducing property, that is,

〈Γ(x)(z),K(z, w)〉ran Γ = 〈
(
〈x, γ(z̄)〉

)
,
(
〈γ(w̄), γ(z̄)

)
〉ran Γ

= 〈Γx,Γ(γ(w̄))〉ran Γ = 〈x, γ(w̄)〉H
= Γ(x)(w), x ∈ H, w ∈ Ω∗.

It follows that ‖Kw(·)‖2 = K(w,w), w ∈ Ω∗. Also, Kw(·) is an eigenvector for the operator
ΓT Γ∗ with eigenvalue w̄ in Ω:

ΓT Γ∗(Kw(·)) = ΓT Γ∗
(
Γ(γ(w̄))

)
= ΓT γ(w̄)
= Γ w̄ γ(w̄)
= w̄ Kw(·), w ∈ Ω∗.

Since the linear span of the vectors {Kw : w ∈ Ω∗} is dense in HK , it follows that ΓT Γ∗ is
the adjoint M∗ of the multiplication operator M on HK . We therefore assume, without loss of
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generality, that an operator T in B1(Ω) has been realized as the adjointM∗ of the multiplication
operator M on some Hilbert spaceHK of holomorphic functions on Ω∗ possessing a reproducing
kernel K.

Remark 1. The contractivity of the adjoint M∗ of the multiplication operator M on
some reproducing kernel Hilbert space HK is equivalent to the requirement that K‡(z, w) :=
(1− zw̄)K(z, w) is positive definite on D (cf. [1, Corollary 2.37] and [7, Lemma 1]). Suppose
that the operator M∗ is in B1(D). Here is a second proof of the curvature inequality:

We have
∂2

∂w∂w̄
logK(w,w) =

∂2

∂w∂w̄
log

1
(1− |w|2)

+
∂2

∂w∂w̄
logK‡(w,w), w ∈ D,

which we rewrite as

KM∗(w) = KS∗(w)− ∂2

∂w∂w̄
logK‡(w,w), w ∈ D.

Recalling that ∂2

∂w∂w̄ logK‡(w,w) must be positive (see (1.1)) as long as K‡ is positive definite,
we conclude that

KM∗(w) ≤ KS∗(w), w ∈ D.

The fibre at w̄ of the holomorphic bundle EM∗ for M∗ in B1(Ω) is the one-dimensional kernel
at w̄ of the operator M∗ spanned by Kw(·), w ∈ Ω∗. In general, there is no obvious way to
define an inner product between the two vectors Kw(·) and ( ∂

∂w̄Kw)(·). However since these
vectors belong to the same Hilbert space (cf. [5, Lemma 4.3]), in our special case, there is a
natural inner product defined between them. This ensures, via the Cauchy-Schwarz inequality,
the negativity of the curvature KT . The reproducing kernel function K of the Hilbert space
HK encodes the mutual inner products of the vectors {Kw(·) : w ∈ Ω∗}. The Cauchy-Schwarz
inequality, in turn, is just the positivity of the Gramian of the two vectors Kw(·) and ( ∂

∂w̄Kw)(·),
w ∈ Ω∗. The positive definiteness of K is a much stronger positivity requirement involving all
the derivatives of the holomorphic section Kw(·) defined on Ω∗. We exploit this to show that the
curvature function

(
∂2

∂z∂w̄ logK
)
(z, w) is actually negative definite not just negative, whenever

Kt is assumed to be positive definite for all t > 0.
We now construct an example of an operator which is not contractive but its curvature

is dominated by the curvature of the backward shift. Expanding the function K(z, w) =
8+8zw̄−z2w̄2

1−zw̄ in zw̄, we see that it has the form 8 + 16zw̄ + 15 z2w̄2

1−zw̄ . Therefore, it defines a
positive definite kernel on the unit disk D. The monomials zn

‖zn‖ with ‖1‖2 = 1
8 , ‖z‖2 = 1

16

and ‖zn‖2 = 1
15 for n ≥ 2 forms an orthonormal basis in the corresponding Hilbert space

HK . The multiplication operator M maps zn

‖zn‖ to ‖z
n+1‖
‖zn‖

zn+1

‖zn+1‖ . Hence it corresponds to a

weighted shift operator W with the weight sequence {
√

1
2 ,
√

16
15 , 1, 1, . . .}. Evidently, it is not

a contraction. (This is the same as saying that the function K‡(z, w) = 8 + 8zw̄ − z2w̄2 is not
positive definite.) The operator W is similar to the forward shift S. Since the class B1(D) is
invariant under similarity and S ∈ B1(D), it follows that W is in it as well. However,

− ∂2

∂w∂w̄
logK‡(w,w) = −8(8− 4|w|2 − |w|4)

(8 + 8|w|2 − |w|4)2
, w ∈ D,

is negative for |w| < 1. Hence we have shown that KM∗(w) = − ∂2

∂w∂w̄ logK(w,w) ≤ KS∗(w),
w ∈ D, although M∗ is not a contraction.

This is not an isolated example, it is easy to modify this example to produce a family of
examples parameterized by a real parameter.
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In the following section, we discuss the case of a commuting tuple T = (T1, . . . , Tm) of
operators in B1(Ω), Ω ⊆ Cm, m ≥ 1. Even in this case, as before, it is possible to associate a
holomorphic Hermitian bundle ET to the operator tuple T such that the equivalence class of
the commuting m-tuple T determines the equivalence class of the bundle ET and conversely.
We show that the co-efficient matrix KT (w) of the curvature (1, 1) form KT of the holomorphic
Hermitian vector bundle ET is negative definite for each w ∈ Ω. The negativity of the curvature
provides an alternative proof of the curvature inequality given in [7].

In the third section, we show that the curvature KT is negative definite, that is,
((

KT (wi, wj)
))

is negative-definite for all finite subsets {w1, . . . , wn} of Ω if we impose the additional condition
of “infinite divisibility” on the reproducing kernel K. The infinite divisibility of the kernel K
requires Kt to be positive-definite for all t > 0.

In the final section, we give several applications of the positive definiteness of the curvature
function to contractivity of operators in the Cowen-Douglas class.

2. Negativity of the curvature in general

Let Ω be a bounded domain in Cm. Let T = (T1, . . . , Tm) be a m-tuple of commuting
operators on a separable complex Hilbert space H. For x ∈ H, let DT : H → H⊕ . . .⊕H be
the operator defined by DT (x) = (T1x, . . . , Tmx). For w = (w1, . . . , wm) ∈ Ω, let T − w denote
the operator tuple (T1 − w1, . . . , Tm − wm). The joint kernel of T − w is ∩mj=1 ker(Tj − wj),
which is also the kernel of the operator DT−w. Following [5], we say that the commuting tuple
T belongs to the Cowen-Douglas class Bn(Ω) if ranDT−w is closed, dim ker DT−w = n for all
w in Ω, and the span of {ker DT−w : w ∈ Ω} is dense in H. The class of the corresponding
holomorphic Hermitian vector bundle

ET = {(w, x) ∈ Ω×H : x ∈ ker DT−w}

determines the class of the operator tuple T . As before, if n = 1, then the curvature of ET (cf.
[4, 5]) determines the unitary equivalence class of T . If γ is a non-zero holomorphic section
of the holomorphic Hermitian line bundle ET defined on some open subset Ω0 ⊆ Ω, then the
curvature of the line bundle ET is the (1, 1) form

KT (w) = −
m∑

i,j=1

∂2 log ‖γ(w)‖2

∂wi∂w̄j
dwi ∧ dw̄j , w ∈ Ω0,

defined on Ω0. Let

KT (w) =
((
− ∂2 log ‖ γ(w) ‖2

∂wi∂w̄j

))m
i,j=1

, w ∈ Ω0, (2.1)

denote the curvature matrix. In general, for a holomorphic Hermitian vector bundle, there are
two well-known notions of positivity due to Nakano and Griffiths (cf. [6, page - 338]). These
two notions coincide in the case of a line bundle, and one talks of positive line bundle in an
unambiguous manner. The following Proposition shows that the line bundle corresponding to
a commuting tuple of operators in B1(Ω) is negative.

Proposition 2.1. For an operator T in B1(Ω∗), the matrix KT (w) is negative definite for
each w ∈ Ω∗.

Proof First Proof. Fix w0 ∈ Ω. As before (cf. [5]), it follows that T can be realized as
M∗ = (M∗1 , . . . ,M

∗
m) where Mi is the multiplication operator by the co-ordinate function zi on

the Hilbert space HK of holomorphic functions on Ω0 ⊆ Ω, w0 ∈ Ω0, possessing a reproducing
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kernel K with K(w,w) 6= 0 for w ∈ Ω0. The function

K0(z, w) = K(w0, w0)
1
2ϕ(z)−1K(z, w)ϕ(w)−1K(w0, w0)

1
2

is defined on some open neighborhood U × U of (w0, w0), where U is the open set on which
K(z, w0) is non-zero and ϕ(z) = K(z, w0) is holomorphic on U . The kernel K0 is said to be
normalized at w0([5]). The operator of multiplication by the holomorphic function ϕ−1 then
defines a unitary operator from the Hilbert space HK determined by the kernel function K to
the Hilbert space HK0 determined by the normalized kernel function K0. This unitary operator
intertwines the two multiplication operators on HK and HK0 respectively. Thus KM∗(w0) is
equal to the curvature KM(0)∗(w0) [5, Lemma 3.9], where M (0) is the m-tuple of multiplication
operator by the co-ordinate function zi on the Hilbert space HK0 . Let

K0(z, w) =
∑
I,J

aIJ(z − w0)I(w̄ − w̄0)J , z, w ∈ U, I, J ∈ Zm+ ,

be the power series expansion of K0 around the point (w0, w0). Since K0(z, w0) = 1, we have
that a00 = 1 and aI0 = 0 for all I with |I| > 0. Similarly, K0(w0, z) = K0(z, w0) shows that
a0J = 0 for all J with |J | > 0. Also note that if

K0(z, w)−1 =
∑
I,J

bIJ(z − w0)I(w̄ − w̄0)J , z, w ∈ U, I, J ∈ Zm+ ,

then b00 = 1 and bI0 = 0 = b0J for all I, J with |I|, |J | > 0. Since γ(w) = K0(·, w̄), w ∈ U∗ :=
{z̄ : z ∈ U} is a section of the holomorphic Hermitian line bundle EfM∗ over U∗, we have

∂2 log ‖ γ(w) ‖2

∂wi∂w̄j

∣∣
w=w0

=
∂

∂w̄j
(K0(w̄, w̄)−1 ∂

∂wi
K0(w̄, w̄))

∣∣
w=w0

=
∂

∂w̄j
{(1 +

∑
|I|,|J|≥1

b
IJ

(w̄ − w̄0)I(w − w0)J)(
∑

|I|≥1,|J|≥0

a
IJ+εi

(Ji+1)(w̄ − w̄0)I(w − w0)J)}
∣∣
w=w0

= aεjεi
,

where εi is the standard unit vector in Cm with 1 at the i-th co-ordinate and 0 elsewhere. On
the other hand, we have

aεjεi
=

∂2K0(w̄, w̄)
∂wi∂w̄j

∣∣
w=w0

= 〈 ∂
∂wi

K0(·, w̄),
∂

∂wj
K0(·, w̄)〉

∣∣
w=w0

.

Thus for any complex constants α1, . . . , αm,

−
m∑

i,j=1

αiᾱj
∂2 log ‖ γ(w) ‖2

∂wi∂w̄j

∣∣
w=w0

= −‖
m∑
i=1

αi
∂

∂wi
K0(·, w̄)‖2

∣∣
w=w0

≤ 0.

This completes the proof.
Second Proof. We show that −KT (w) is the Gramian of a set of n vectors which is explicitly
exhibited below. These vectors are

ei(w) = Kw ⊗
∂

∂w̄i
Kw −

∂

∂w̄i
Kw ⊗Kw, 1 ≤ i ≤ n,

in HK ⊗HK . Then

〈ei(w), ej(w)〉 = 〈Kw ⊗
∂

∂w̄i
Kw −

∂

∂w̄i
Kw ⊗Kw,Kw ⊗

∂

∂w̄j
Kw −

∂

∂w̄j
Kw ⊗Kw〉

= 2(K(w,w)
∂2K(w,w)
∂wi∂w̄j

− ∂

∂wi
K(w,w)

∂

∂w̄j
K(w,w)).
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Thus

∂2 log ‖ γ(w) ‖2

∂wi∂w̄j

∣∣
w=w0

=
K(w,w)∂

2K(w,w)
∂wi∂w̄j

− ∂
∂wi

K(w,w) ∂
∂w̄j

K(w,w)

K(w,w)2

∣∣
w=w0

=
〈ei(w0), ej(w0)〉

2K(w0, w0)2
.

This completes the proof.

A commuting tuple of operators T = (T1, . . . , Tm) is said to be a row contraction if∑m
i=1 TiT

∗
i ≤ I. The following characterization of row contractions is well known (cf. [7,

Corollary 2]).

Lemma 2.2. Let Bm be the unit ball in Cm and M = (M1, . . . ,Mm) be m-tuples of
multiplication operator on reproducing kernel Hilbert space with reproducing kernel K. Then
M is a row contraction if and only if (1− 〈z, w〉)K(z, w) is positive definite.

Let R∗m be the adjoint of the joint weighted shift operator on the Drury-Arveson space H2
m.

This is the commuting tuple (M∗1 , . . . ,M
∗
m) on H2

m which is determined by the reproducing
kernel 1

1−〈z,w〉 , z = (z1, . . . , zm), w = (w1, . . . , wm) ∈ Bm. As in Remark 1, using Proposition
2.1 and Lemma 2.2, we obtain a version of curvature inequality for the multi-variate case. It
appeared earlier in [7] with a different proof.

Corollary 2.3. If T = (T1, . . . , Tm) is a row contraction in B1(Bm), then KR∗m
(w)−

KT (w) is positive for each w in the unit ball Bm.

3. Infinite divisibility and curvature inequality

Starting with a positive definite kernel K on a bounded domain Ω in Cm, it is possible to
construct several new positive definite kernel functions. For instance, if K is positive definite
then the kernel Kn, n ∈ N, is also positive definite. Indeed, a positive definite kernel K is
said to be infinitely divisible if for all t > 0, the kernel Kt is also positive definite. While the
Bergman kernel for the Euclidean ball is easily seen to be infinitely divisible, it is not infinitely
divisible for the unit ball (with respect to the operator norm) of the n× n matrices. We give
the details for n = 2 in the final Section of this note. The following Lemma shows that if K
is positive definite then the matrix valued kernel

((
∂2

∂zi ∂w̄j
K(z, w)

))m
i,j=1

is positive definite as
well.

Lemma 3.1. For any bounded domain Ω in Cm, if K defines a positive definite kernel on
Ω, then −K(z, w) =

((
∂2

∂zi ∂w̄j
K(z, w)

))m
i,j=1

is a positive definite kernel on Ω.
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Proof. Let ξi = (ξi(1), . . . , ξi(m)), 1 ≤ i ≤ m, be vectors in Cm and u1, . . . , un be an
arbitrary set of n points in Ω. Since ∂̄iKw belongs to HK , as shown in [5], it follows that

n∑
i,j

〈−K(ui, uj)ξj , ξi〉Cm =
n∑
i,j

m∑
k,l

(
∂2

∂wk ∂w̄l
K
)
(ui, uj)ξj(l)ξi(k)

=
n∑
i,j

m∑
k,l

〈 ∂
∂w̄l

Kuj
, ∂
∂w̄k

Kui
〉HK

ξj(l)ξi(k)

= ‖
n∑
i

m∑
k

ξi(k) ∂
∂w̄k

Kui
‖2HK

≥ 0

This completes the proof.

Remark 2. Even in the case of one variable, the proof of the Lemma given is interesting. In
fact, this motivates the proof of the main theorem (Theorem 3.3) in one direction. In particular,
it says that if K is a positive definite kernel on a bounded domain Ω ⊂ C, then

(
∂2

∂z ∂w̄K
)
(z, w)

is also a positive definite kernel on Ω. Without loss of generality, assume that 0 is in Ω and
let K(z, w) =

∑∞
m,n amnz

mw̄n be the power series expansion of K around 0. It is shown in [5,
Lemma 4.1 and 4.3] that the positivity of the kernel K is equivalent to the positivity of the
matrix of Taylor co-efficients of K at 0, namely,

Hn(0;K) :=


a00 a01 a02 · · · a0n

a10 a11 a12 · · · a1n

...
...

...
. . .

...
an0 an1 an2 · · · ann


for each n ∈ Z+. The function ∂2

∂z ∂w̄K(z, w) admits the expansion

∞∑
m,n=0

(m+ 1)(n+ 1)a(m+1)(n+1)z
mw̄n.

Therefore, for n ∈ N,

Hn−1(0;
∂2

∂z ∂w̄
K) =


a11 2a12 · · · na1n

2a21 4a22 · · · 2na2n

...
...

. . .
...

nan1 2nan2 · · · n2ann

 .

Clearly, for n ∈ N, we have(
01×1 01×n

0n×1 Hn−1(0; ∂2
∂z ∂w̄K)

)
= D

(
Hn(0;K)

)
D,

where D : Cn+1 → Cn+1 is the linear map which is diagonal and is determined by the sequence
{0, 1, . . . , k, . . . , n}. It therefore follows that Hn(0; ∂2

∂z ∂w̄K) is positive definite for all n ∈ Z+.
Consequently, ∂2

∂z ∂w̄K is a positive definite kernel.

The following Lemma encodes a way to extract scalar valued positive definite kernel from
the matrix valued one.
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Lemma 3.2. If K is a n× n matrix valued positive definite kernel on a bounded domain
Ω ⊂ Cm, then for every ζ ∈ Cn, 〈K(z, w)ζ, ζ〉Cn is also a positive definite kernel on Ω.

Proof. Let Kζ(z, w) = 〈K(z, w)ζ, ζ〉Cn . Let u1, . . . , ul be l points in Ω and αi, 1 ≤ i ≤ l, be
scalars in C. From [5], it follows that

l∑
i,j

αiKζ(ui, uj)ᾱj =
l∑
i,j

αiᾱj〈K(·, uj)ζ,K(·, ui)ζ〉HK

= ‖
l∑
j

ᾱjK(·, uj)ζ‖2HK

≥ 0

This completes the proof.

Definition 2. Let G be a real analytic function of w, w̄ for w in some open connected
subset Ω of Cn. Polarizing G, we obtain a (unique) new function G̃ defined on Ω× Ω which
is holomorphic in the first variable and anti-holomorphic in the second and restricts to G on
the diagonal set {(w,w) : w ∈ Ω}, that is, G̃(w,w) = G(w,w), w ∈ Ω. If the function G̃ is also
positive definite, that is, the n× n matrix

((
G̃(wi, w̄j)

))
is positive definite for all finite subsets

{w1, . . . , wn} of Ω, then we say that G is a positive definite function on Ω.

The curvature K of a line bundle is a real analytic function. We have shown that −K(w),
w ∈ Ω ⊂ Cm, is positive definite. However, the following example shows that −K(w) need not
be a positive definite function, that is, −K̃(w) need not be positive definite! We adopt the
convention that the positive definiteness of the real analytic function −K(w) is the same as the
positive definiteness of the Hermitian function −K̃(w).

Example 1. Let K(z, w) = 1 +
∑∞
i=1 aiz

iw̄i be a positive definite kernel on the unit
disc D. The kernel K then admits a power series expansion some small neighborhood of 0.
Consequently, we have

logK(z, w) = log(1 +
∞∑
i=1

aiz
iw̄i)

=
∞∑
i=1

aiz
iw̄i −

(
∑∞
i=1 aiz

iw̄i)2

2
+

(
∑∞
i=1 aiz

iw̄i)3

3
− · · ·

= a1zw̄ + (a2 − a2
1
2 )z2w̄2 + (a3 − a1a2 + a3

1
3 )z3w̄3 + . . .

It follows that(
∂2

∂z ∂w̄ logK
)
(z, w) = a1 + 4(a2 − a2

1
2 )zw̄ + 9(a3 − a1a2 + a3

1
3 )z2w̄2 + . . .

Thus if we choose 0 < ai, i ∈ N, such that a2 <
a2

1
2 , then from [5, Lemma 4.1 and 4.3], it follows

that ∂2

∂z ∂w̄ logK is not positive definite.
However we note, for instance, that if K is the function 1 + zw̄ + 1

4z
2w̄2 +

∑∞
i=3 z

iw̄i, then

Kt(z, w) = 1 + tzw̄ +
t(2t− 1)

4
z2w̄2 + · · ·

is not positive definite for t < 1
2 .
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It is therefore natural to ask if assuming that K is infinitely divisible is both necessary
and sufficient for positive definiteness of the curvature function −K. The following Theorem
provides an affirmative answer.

Theorem 3.3. Let Ω be a domain in Cm and K be a positive real analytic function on
Ω× Ω. If K is infinitely divisible then there exist a domain Ω0 ⊆ Ω such that the curvature
matrix

((
∂2

∂wi ∂w̄j
logK

))m
i,j=1

is positive definite function on Ω0. Conversely, if the function((
∂2

∂wi ∂w̄j
log K̂

))m
i,j=1

is a positive definite on Ω, then there exist a neighborhood Ω0 ⊆ Ω of w0

and a infinitely divisible kernel K on Ω0 × Ω0 such that K(w,w) = K̂(w,w), for all w ∈ Ω0.

Proof. For each t > 0, assume that Kt is positive definite on Ω. This is the same as the
positive definiteness of exp t logK, t > 0. Clearly t−1(exp t logK − 1) is conditionally positive
definite (An Hermitian kernel L is said to be conditionally positive definite if for every n ∈ N
and for every choice n points w1, . . . , wn and complex scalars α1, . . . , αn with

∑n
i=1 αi = 0,

the inequality
∑n
i,j=1 αiᾱjL(wi, wj) ≥ 0 holds). By letting t tend to 0, it follows that logK is

conditionally positive definite. Hence at an arbitrary point in Ω, in particular at w0, the kernel

Lw0(z, w) = logK(z, w)− logK(z, w0)− logK(w0, w) + logK(w0, w0)

is positive definite. This is essentially the Lemma 1.7 in [9]. From Lemma 3.1, it follows that the
matrix

((
∂2

∂wi ∂w̄j
Lw0

))
is positive definite on Ω. Note that there exist a neighborhood Ω0 ⊆ Ω of

w0 such that logK(z, w0) is holomorphic on Ω0. Hence from the equation above, the curvature
matrix

((
∂2

∂wi ∂w̄j
logK

))
is positive definite on Ω0. This proves the Theorem in the forward

direction.
For the other direction, without loss of generality, assume that w0 = 0. Let K(z, w) be the

function obtained by polarizing the real analytic m×m matrix valued function((
∂2

∂wi∂w̄j
log K̂(w,w)

))m
i,j=1

defined on some bounded domain Ω in Cm. Suppose that log K̂ has the power series expansion∑
aIJz

Iw̄J , where the sum is over all multi-indices I, J of length m and zI = zi11 · · · zimm ,
w̄J = w̄j11 · · · w̄jmm . Then

K(z, w) =
∑
I,J

aIJ
((
AIJ(k, `)zI−εk w̄J−ε`

))
,

where AIJ(k, `) =
((
ik j`

))m

k,`=1
and the sum is again over all multi-indices I, J of size m. Clearly,

AIJ can be written as the product D(I)EmD(J), where D(I) and D(J) be the m×m diagonal
matrices with (i1, . . . , im) and (j1, . . . , jm) on their diagonal respectively, and Em is the m×m
matrix all of whose entries are 1.

Let D(z) be the holomorphic function on Ω taking values in the m×m diagonal matrices
which has zi in the (i, i) position for z := (z1, z2, . . . , zm) ∈ Ω. If the function K is assumed to
be positive definite then

K̃(z, w) := D(z) K(z, w)D(w̄) =
∑
I,J

aIJD(I)EmD(J)zIw̄J

is positive definite on Ω0.
Let Λ(I) = {k : 1 ≤ k ≤ m and ik 6= 0}. Consider the m×m matrix E(I, J) defined below:

E(I, J)ij =

{
1 if i ∈ Λ(I) and j ∈ Λ(J),
0 otherwise.
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Note that if Λ(I) = Λ(J) = {1, . . . ,m}, then E(I, J) = Em. Consider the function on Ω0 × Ω0,
defined by ̂̃

K(z, w) =
∑
I,J 6=0

aIJ
E(I,J)
c(I)c(J)z

Iw̄J ,

where c(I) denotes the cardinality of the set Λ(I). We will prove that ̂̃K is a positive definite
kernel on Ω0. To facilitate the proof, we need to fix some notations.

Let δ be a multi-index of size m. Also let p(δ) =
∏m
j=1(δj + 1) which is the number of multi-

indices I ≤ δ, that is, il ≤ δl, 1 ≤ l ≤ m. As par the notation in [5], given a function L on a
domain U × U which is holomorphic in the first variable and antiholomorphic in the second,
let Hδ(w0;L) be the p(δ)× p(δ) matrix whose (I, J)-entry is ∂I ∂̄JL(w0,w0)

I!J! , 0 ≤ I, J ≤ δ. For
convenience, one uses the colexicographic order to write down the matrix, that is, I ≤c J if and
only if (im < jm) or (im = jm and im−1 < jm−1) or · · · or (im = jm and . . . i2 = j2 and i1 <
j1) or I = J .

Let D(I)] be the diagonal matrix with the diagonal entry D(I)]` ` equal to 1
i`

or 0 according
as i` is non-zero or zero. Using this notation, we have

D(I)]D(I)EmD(J)D(J)] = E(I, J).

Let Aδ be the block diagonal matrix, written in the colexicographic ordering, of the form

(Aδ)IJ =

{
D(I)]

c(I) if I = J(6= 0)

0 otherwise.

Therefore, in this setup, for any multi-index δ, we have

Hδ(0; ̂̃K) = AδHδ(0; K̃)A∗δ .

Clearly Hδ(0; ̂̃K) is positive definite since Hδ(0; K̃) is so by [5, Lemma 4.1]. Thus from [5,

Lemma 4.3], it follows that ̂̃K is a positive definite kernel.
Let K0 be the scalar function on Ω0 × Ω0 defined by

K0(z, w) :=
∑

aIJz
Iw̄J ,

where the sum is over all pairs (I, J) excluding those of the form (I, 0) and (0, J). From Lemma

3.2, it follows that the function K0 is positive definite since it is of the form 〈̂̃K(z, w)1,1〉,
1 = (1, . . . , 1). It is evident that(( (

∂2

∂wi∂w̄j
K0

)
(w,w)

))
= K(w,w),

that is,
∂2

∂wi ∂w̄j
(log K̂ −K0(w,w)) = 0, 1 ≤ i, j ≤ m, w ∈ Ω0.

Therefore, log K̂ −K0 is a real pluriharmonic function on Ω0 and hence there exist a
holomorphic function φ such that

log K̂(w,w)−K0(w,w) = (<φ)(w) :=
φ(w) + φ(w)

2
.

(Alternatively, since log K̂ is real analytic, it follows that∑
I,J

aIJw
Iw̄J =

∑
I,J

āIJw
J w̄I
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Equating coefficients, we get aIJ = āJI for all multi-indices I, J . In particular, we have
aI0 = a0I for all multi-indices I. The power series

(a00/2) +
∑
I

aI0z
I

defines a holomorphic function ψ on Ω0 such that log K̂(w,w)−K0(w,w) = ψ(w) + ψ(w).)
Thus

K̂(w,w) = exp(φ(w)
2 ) exp(K0(w,w)) exp(φ(w)

2 ), w ∈ Ω0.

Let K : Ω0 × Ω0 → C be the function defined by the rule

K(z, w) = exp(φ(z)
2 ) exp(K0(z, w)) exp(φ(w)

2 ).

For t > 0, we then have

Kt(z, w) = exp(tφ(z)
2 ) exp(tK0(z, w)) exp(tφ(w)

2 ), z, w ∈ Ω0.

By construction K(w,w) = K̂(w,w), w ∈ Ω0. Since K0 is a positive definite kernel as shown
above, it follows from [9, Lemma 1.6] that exp(tK0) is a positive definite kernel for all t > 0
and therefore Kt is a positive definite on Ω0 for all t > 0 completing the proof of the converse.

4. Applications

Let M∗ be the adjoint of the commuting tuple of multiplication operators acting on the
Hilbert space HK ⊆ O(Ω). Fix a positive definite kernel K on Ω. Let us say that M is infinitely
divisible with respect to K if K(z, w)−1K(z, w) is infinitely divisible in some open subset Ω0 of
Ω. As an immediate application of Theorem 3.3, we obtain :

Theorem 4.1. Assume that the adjoint M∗ of the multiplication operator M
on the reproducing kernel Hilbert space HK belongs to B1(Ω). The function((

∂2

∂wi ∂w̄j
log
(
K(w,w)−1K(w,w)

) ))
is positive definite, if and only if the multiplication operator

M is infinitely divisible with respect to K.

If K is a positive definite kernel on D such that (1− zw̄)K(z, w) is infinitely divisible then
we say that M∗ on HK is a infinitely divisible contraction.

Here is an example showing that a contraction need not be infinitely divisible. Take

K(z, w) = (1− zw̄)−1
(
1 + zw̄ + 1

4z
2w̄2 +

∞∑
n=3

znw̄n
)

= 1 + 2zw̄ +
∞∑
n=2

(n+ 1
4 )znw̄n.

Clearly K defines the positive definite kernel on D. Since (1− zw̄)K(z, w) is also positive
definite, it follows that the adjoint of multiplication operator M∗ on HK is contractive. But(

(1− zw̄)K(z, w)
)t = 1 + tzw̄ +

t(2t− 1)
4

z2w̄2 + · · ·

is not positive definite for t < 1
2 as was pointed out earlier. Hence M∗ is not infinitely divisible

contraction on HK .
The following Corollary is a characterization of infinitely divisible contractions in the Cowen-

Douglas class B1(D) completing the study begun in [8]. Here, for two real analytic functions
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G1 and G2 on a domain Ω ⊂ Cm, G1(w) � G2(w), w ∈ Ω, means G2 −G1 is a positive definite
function on Ω.

Corollary 4.2. Let K be a positive definite kernel on the open unit disc D. Assume
that the adjoint M∗ of the multiplication operator M on the reproducing kernel Hilbert
space HK belongs to B1(D). The function ∂2

∂w ∂w̄ log
(
(1− |w|2)K(w,w)

)
is positive definite, or

equivalently

KT (w) � KS∗(w), w ∈ D,

if and only if the multiplication operator M is an infinitely divisible contraction.

Proof. Recall Theorem 3.3, which says that the positive definiteness of

∂2

∂w ∂w̄
log
(
(1− |w|2)K(w,w)

)
is equivalent to infinite divisibility of the kernel (1− zw̄)K(z, w), that is,

(
(1− zw̄)K(z, w)

)t
is positive definite for all t ≥ 0.

We say that a commuting tuple of multiplication operators M is an infinitely divisible
row contraction if (1− 〈z, w〉)K(z, w) is infinitely divisible, that is,

(
(1− 〈z, w〉)K(z, w)

)t is
positive definite for all t > 0.

Recall that R∗m is the adjoint of the joint weighted shift operator on the Drury-Arveson
space H2

m. The following theorem is a characterization of infinitely divisible row contractions.

Corollary 4.3. Let K be a positive definite kernel on the Euclidean ball Bm. Assume
that the adjoint M∗ of the multiplication operator M on the reproducing kernel Hilbert space
HK belongs to B1(Bm). The function

((
∂2

∂wi ∂w̄j
log
(
(1− 〈w,w〉)K(w,w)

) ))m
i,j=1

, w ∈ Bm, is
positive definite, or equivalently

KM∗(w) � KR∗m
(w), w ∈ Bm,

if and only if the multiplication operator M is an infinitely divisible row contraction.

We give one last example, namely that of the polydisc Dm. In this case, we say a commuting
tuple M of multiplication by the co-ordinate functions acting on the Hilbert space HK is
infinitely divisible if

(
S(z, w)−1K(z, w)

)t, where S(z, w) :=
∏m
i=1(1− ziw̄i)−1, z, w ∈ Dm, is

positive definite for all t > 0. Every commuting tuple of contractions M∗ need not be infinitely
divisible. Let Sm be the commuting m - tuple of the joint weighted shift defined on the Hardy
space H2(Dm).

Corollary 4.4. Let K be a positive definite kernel on the polydisc Dm. Assume that the
adjoint M∗ of the multiplication operator M on the reproducing kernel Hilbert space HK
belongs to B1(Dm). The function

((
∂2

∂wi ∂w̄j
log
(
S(w,w)−1K(w,w)

) ))m
i,j=1

, w ∈ Dm, is positive
definite, or equivalently

KM∗(w) � KS∗m
(w), w ∈ Dm,

if and only if the multiplication operator M is an infinitely divisible m-tuple of contractions.
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For a second application of these ideas, assume that K is a positive definite kernel on Dm
with the property:

Ki(z, w) = (1− ziw̄i)mK(z, w), 1 ≤ i ≤ m,

is infinitely divisible. Then

Km(z, w) =
( m∏
i=1

(1− ziw̄i)
)−m m∏

i=1

Ki(z, w).

It now follows that

K(z, w) = S(z, w)
( m∏
i=1

Ki(z, w)
) 1

m .

Let M be the commuting tuple of multiplication operators on the Hilbert space HK , which is
contractive since K admits the Sz̈ego kernel S as a factor. Clearly, the infinite divisibility of
Ki, 1 ≤ i ≤ m, implies that K◦(z, w) :=

(∏m
i=1Ki(z, w)

) 1
m is positive definite. As pointed out

in [7], in consequence, for any polynomial p in m - variables,

p(M1, . . . ,Mm) = PSp(Sm)|S ,

where S is the invariant subspace of functions vanishing on the diagonal of the Hilbert space
H2(Dm)⊗HK◦(Dm) ⊆ O(Dm × Dm) and PS is the projection onto the subspace S. We have
therefore proved the following Proposition.

Proposition 4.5. If a commuting tuple in the Cowen-Douglas class B1(Dm) is infinitely
divisible with respect to the kernel S(z, w)m, then it admits an isometric dilation to the Hardy
space H2(Dm).

A basic question raised in the paper of Cowen and Douglas [3, Section 4] is the determination
of non-degenerate holomorphic curves in the Grassmannian. Clearly, a sufficient condition for
this is the positive definiteness of the curvature function. Thus we have the following corollary
to Theorem 3.3.

Corollary 4.6. Let E be a holomorphic Hermitian vector bundle of rank 1 over a bounded
domain Ω ⊂ Cm. If the curvature K of E is negative definite, then there exists a Hilbert spaceH
and a holomorphic map γ : Ω0 → H, Ω0 open in Ω, such that E is isomorphic to Eγ , where Eγ
is the pullback, by the holomorphic map γ : Ω0 → Gr(1,H), of the tautological bundle defined
over Gr(1,H). Moreover, the real analytic function 〈γ(z), γ(w)〉 defined on Ω0 × Ω0 is infinitely
divisible.

We finish with an amusing application of the Lemma 1.7 in [9] which is a key ingredient in the
proof of Theorem 3.3. Let K be the function on the unit ball B2×2 (with respect to the operator
norm) of 2× 2 matrices, given by the formula K(Z,W ) := det(I − ZW ∗)−1, Z,W ∈ B2×2.

The kernel K is normalized at 0 by definition. For δ = (1, 0, 0, 3), the matrix((∂α∂̄β logK(0, 0)
α!β!

))
0≤α,β≤δ

is diagonal with ∂1∂
3
4 ∂̄1∂̄

3
4 logK(0,0)
3!3! = −1 < 0 (in fact for |δ| ≤ 3, the corresponding matrix is

diagonal with non-negative entries). Here, δ ≥ µ if and only if δi ≥ µi for all i ∈ {1, . . . ,m}
and the matrix is written with respect to the colexicographic ordering. From [5, Lemma 4.1
and 4.3], it follows that logK is not positive definite. Hence Theorem 3.3 shows that the



INFINITE DIVISIBILITY AND CURVATURE INEQUALITY Page 15 of 15

function det(I − ZW ∗)−t cannot be positive definite for all t > 0. Of course, a lot more is
known. Indeed, the set

{0 < t : K(Z,W )t is positive definite}

is explicitly determined in [2, Corollary 4.6].
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