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Notation

C[z] the polynomial ring C[z1, . . . , zm] of m - complex variables

Z+ the set of non-negative integers

GL(Ck) the group of all invertible linear transformations on Ck

mw maximal ideal of C[z] at the point w ∈ Cm

Ω a bounded domain in Cm

Ω∗ {z̄ : z ∈ Ω}
D the open unit disc in C
Dm the poly-disc {z ∈ Cm : |zi| < 1, 1 ≤ i ≤ t},m ≥ 1

Mi module multiplication by the co-ordinate function zi, 1 ≤ i ≤ m
M∗i adjoint of Mi

D(M−w)∗ the operator M→M⊕ . . .⊕M defined by f 7→ ((Mj − wj)∗f)mj=1

Ĥ the analytic localization O⊗̂O(Cm)H of the Hilbert module H
Bn(Ω) Cowen-Douglas class of operators of rank n, also

Hilbert modules such that M∗ = (M∗1 , . . . ,M
∗
m) ∈ Bn(Ω∗)

α, |α|, α! the multi index (α1, . . . , αm), |α| =
∑m

i=1 αi and α! = α1! . . . αm!(
α
k

)
=
∏m
i=1

(
αi
ki

)
for α = (α1, . . . , αm) and k = (k1, . . . , km)

k ≤ α if ki ≤ αi, 1 ≤ i ≤ m.

zα zα1
1 . . . zαmm

q∗ q∗(z) = q(z̄)(=
∑

α āαz
α, for q of the form

∑
α aαz

α)

∂α, ∂̄α ∂α = ∂|α|

∂z
α1
1 ···z

αm
m
, ∂̄α = ∂|α|

∂z̄
α1
1 ···z̄

αm
m

for α ∈ Z+ × · · · × Z+

q(D) the differential operator q( ∂
∂z1

, . . . , ∂
∂zm

) ( =
∑

α aα∂
α, where q =

∑
α aαz

α)

K(z, w) a reproducing kernel

OΩ, O(Ω) the sheaf of holomorphic functions on Ω

Ow the germs of holomorphic function at the point w ∈ Cm

g0 germ of the holomorphic function g at 0

SM the analytic subsheaf of OΩ, corresponding to the Hilbert module M∈ B1(Ω)

E(w) the evaluation functional (the linear functional induced by K(·, w))

‖ · ‖∆̄(0;r) supremum norm
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‖ · ‖2 L2 norm with respect to the volume measure

Vw(F) the characteristic space at w, which is {q ∈ C[z] : q(D)f
∣∣
w

= 0 for all f ∈ F}
for some set F of holomorphic functions

V (I) the zero variety of a poynomial ideal I, that is,

V (I) = {w ∈ Cm : p(w) = 0, for all p ∈ I}
[I] the completion of a polynomial ideal I in some Hilbert module

K[I] the reproducing kernel of [I]

〈 , 〉w0 the Fock inner product at w0, defined by 〈p, q〉w0 := q∗(D)p|w0 = (q∗(D)p)(w0)

P0 orthogonal projection onto ran D(M−w0)∗

Pw ker P0D(M−w)∗ for w ∈ Ω



0. Overview

One of the basic problem in the study of a Hilbert module H over the ring of polynomials

C[z] := C[z1, . . . , zm] is to find unitary invariants (cf. [15, 7]) for H. It is not always possible to

find invariants that are complete and yet easy to compute. There are very few instances where

a set of complete invariants have been identified. Examples are Hilbert modules over continuous

functions (spectral theory of normal operator), contractive modules over the disc algebra (model

theory for contractive operator) and Hilbert modules in the class Bn(Ω) for a bounded domain

Ω ⊆ Cm (adjoint of multiplication operators on reproducing kernel Hilbert spaces). In this

thesis, we study Hilbert modules consisting of holomorphic functions on some bounded domain

possessing a reproducing kernel. Our methods apply, in particular, to submodules of Hilbert

modules in B1(Ω).

Another important aspect of operator theory starts from the work of Beurling [4]. Beurling’s

theorem describing the invariant subspaces of the multiplication (by the coordinate function)

operator on the Hardy space of the unit disc is essential to the Sz.-Nagy – Foias model theory

and several other developments in modern operator theory. In the language of Hilbert modules,

Beurling’s theorem says that all submodules of the Hardy module of the unit disc are equivalent

(in particular, equivalent to the Hardy module). This observation, due to Cowen and Douglas

[9], is peculiar to the case of one-variable operator theory. The submodule of functions vanishing

at the origin of the Hardy module H2
0 (D2) of the bi-disc is not equivalent to the Hardy module

H2(D2). To see this, it is enough to note that the joint kernel of the adjoint of the multiplication

by the two co-ordinate functions on the Hardy module of the bi-disc is 1 - dimensional (it is

spanned by the constant function 1) while the joint kernel of these operators restricted to the

submodule is 2 - dimensional (it is spanned by the two functions z1 and z2).

There has been a systematic study of this phenomenon in the recent past [1, 16] resulting

in a number of “Rigidity theorems” for submodules of a Hilbert module M over the polynomial

ring C[z] of the form [I] obtained by taking the norm closure of a polynomial ideal I in the

Hilbert module. For a large class of polynomial ideals, these theorems often take the form: two

submodules [I] and [J ] in some Hilbert module M are equivalent if and only if the two ideals I
and J are equal. More generally

Theorem 0.1. LetM⊂ H and M̃ ⊂ H̃ be submodules of two Hilbert modules H and H̃ in B1(Ω)

consisting of holomorphic functions on a bounded domain Ω ⊂ Cm. Assume that the dimension

of the zero set of these modules is at most m− 2. Suppose there exists polynomial ideals I and Ĩ
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such that M = [I]H and M̃ = [Ĩ]H̃. Assume that every algebraic component of V (I) and V (Ĩ)

intersects Ω. If M and M̃ are equivalent, then I = Ĩ.

We give a short proof of this theorem using the sheaf theoretic model developed in this thesis

and construct tractable invariants for Hilbert modules over C[z].

Let M be a Hilbert module of holomorphic functions on a bounded open connected subset Ω

of Cm possessing a reproducing kernel K. Assume that I ⊆ C[z] is the singly generated ideal 〈p〉.
Then the reproducing kernel K[I] of [I] vanishes on the zero set V (I) and the map w 7→ K[I](·, w)

defines a holomorphic Hermitian line bundle on the open set Ω∗I = {w ∈ Cm : w̄ ∈ Ω \ V (I)}
which naturally extends to all of Ω∗. As is well known, the curvature of this line bundle completely

determines the equivalence class of the Hilbert module [I]. However, if I ⊆ C[z] is not a principal

ideal, then the corresponding line bundle defined on Ω∗I no longer extends to all of Ω∗. For example,

H2
0 (D2) is in the Cowen-Douglas class B1(D2 \ {(0, 0)}) but it does not belong to B1(D2). Indeed,

it was conjectured in [14] that the dimension of the joint kernel of the Hilbert module [I] at w is

1 for points w not in V (I), otherwise it is the codimension of V (I). Assuming that

(a) I is a principal ideal or

(b) w is a smooth point of V (I),

Duan and Guo verify the validity of this conjecture in [17]. Furthermore, they show that if m = 2

and I is prime then the conjecture is valid.

To systematically study examples of submodules like H2
0 (D2), or more generally a submodule

[I] of a Hilbert module M in the Cowen-Douglas class B1(Ω), we make the following definition

(cf. [6]).

Definition 0.2. A Hilbert module M over the polynomial ring in C[z] is said to be in the class

B1(Ω) if

(rk) possess a reproducing kernel K (we don’t rule out the possibility: K(w,w) = 0 for w in

some closed subset X of Ω) and

(fin) The dimension of M/mwM is finite for all w ∈ Ω.

For a Hilbert modules M in B1(Ω) we have proved the following Lemma.

Lemma 0.3. Suppose M is a Hilbert modules in B1(Ω) which is of the form [I] for some poly-

nomial ideal I. Then M is in B1(Ω) if the ideal I is singly generated while if the cardinality of

the minimal set of generators is not 1, then M is in B1(ΩI).

This ensures that to a Hilbert module in B1(Ω) of the form [I], there corresponds a holo-

morphic Hermitian line bundle over Ω∗I defined by the joint kernel. However, since the map
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w 7→ dim(M/mwM) is only upper semi-continuous (the jump locus, which is V (I), is an analytic

set), it is not always possible to extend the holomorphic Hermitian line bundle defined on Ω∗I to

all of Ω∗.

Refining the correspondence of locally free sheaf of modules over the analytic sheaf O(Ω) on

Ω with holomorphic vector bundles on Ω (cf. [30]), we construct a coherent analytic sheaf SM(Ω)

which reflects a number of properties of the Hilbert moduleM in the class B1(Ω). Let Ow denotes

the germs of holomorphic function at the point w ∈ Cm. The sheaf SM(Ω) is the subsheaf of the

sheaf of holomorphic functions O(Ω) whose stalk at w ∈ Ω is{
(f1)wOw + · · ·+ (fn)wOw : f1, . . . , fn ∈M

}
,

or equivalently,

SM(U) =
{ n∑
i=1

(
fi|U

)
gi : fi ∈M, gi ∈ O(U)

}
for U open in Ω.

Lemma 0.4. For a Hilbert module M in B1(Ω), the sheaf SM(Ω) is coherent.

In the paper [6], we isolate circumstances when the sheaf SM agrees with a very useful but

somewhat different sheaf model described in [18, Chapter 4].

It is well known that if the ideal I is principal, say < p >, then the reproducing kernel K[I]

factors as K[I](z, w) = p(z)χ(z, w)p(w) where χ(w,w) 6= 0 for w ∈ Ω. However if the ideal I is not

principal, then no such factorization is possible. Nevertheless, using the Lemma 0.4, it is possible

to give a description of the reproducing kernel K in terms of the generators of the stalk SMw . For

any fixed point w0 in Ω, we find a neighborhood Ω0 of w0 such that the reproducing kernel K for

M∈ B1(Ω), admits a useful decomposition described precisely in the following theorem.

Theorem 0.5. Suppose g0
i , 1 ≤ i ≤ d, be a minimal set of generators for the stalk SMw0

. Then

(i) there exists a open neighborhood Ω0 of w0 such that

K(·, w) := Kw = g0
1(w)K(1)

w + · · ·+ g0
n(w)K(d)

w , w ∈ Ω0

for some choice of anti-holomorphic functions K(1), . . . ,K(d) : Ω0 →M,

(ii) the vectors K(i)
w , 1 ≤ i ≤ d, are linearly independent inM for w in some small neighborhood

of w0,

(iii) the vectors {K(i)
w0 | 1 ≤ i ≤ d} are uniquely determined by these generators g0

1, . . . , g
0
d,

(iv) the linear span of the set of vectors {K(i)
w0 | 1 ≤ i ≤ d} inM is independent of the generators

g0
1, . . . , g

0
d, and
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(v) M∗pK
(i)
w0 = p(w0)K(i)

w0 for all i, 1 ≤ i ≤ d, where Mp denotes the module multiplication by

the polynomial p.

It is evident from the part (v) of Theorem 0.5 that the dimension of the joint kernel of the

adjoint of the multiplication operator DM∗ at a point w0 is greater or equal to the number of

minimal generators of the stalk SMw0
at w0 ∈ Ω, that is,

dimM/(mw0M) ≥ dimSMw0
/mw0SMw0

. (0.0.1)

It would be interesting to produce a Hilbert module M for which the inequality of (0.0.1) is

strict. We identify several classes of Hilbert modules for which equality is forced in (0.0.1).

Definition 0.6. A Hilbert module M over the polynomial ring C[z] is said to be an analytic

Hilbert module (cf. [7]) if we assume that

(rk) it consists of holomorphic functions on a bounded domain Ω ⊆ Cm and possesses a repro-

ducing kernel K,

(dense) the polynomial ring C[z] is dense in it,

(vp) the set of virtual points which is {w ∈ Cm : p 7→ p(w), p ∈ C[z], extends continuously to M}
equals Ω.

We apply Lemma 0.3 to analytic Hilbert modules, which are singly generated by the constant

function 1, to conclude that they must be in the class B1(Ω∗), where Ω is the set of virtual points

of H. Evidently, in this case, we have equality in (0.0.1). However, we have equality in many

more cases.

Proposition 0.7. Let M = [I] be a submodule of an analytic Hilbert module over C[z], where I
is an ideal in the polynomial ring C[z]. Then

dimSMw0
/mw0SMw0

= ]{minimal set of generators for SMw0
} = dimM/mw0M.

More generally, consider the map iw :M−→Mw defined by f 7→ fw, where fw is the germ of

the function f at w. Clearly, this map is a vector space isomorphism onto its image. The linear

space M(w) :=
∑m

j=1(zj − wj)M = mwM is closed since M is assumed to be in B1(Ω). Then

the map f 7→ fw restricted to M(w) is a linear isomorphism from M(w) to (M(w))w. Consider

M iw−→ SMw
π−→ SMw /m(Ow)SMw ,

where π is the quotient map. Now we have a map ψ : Mw/(M(w))w −→ SMw /{m(Ow)SMw }
which is well defined because (M(w))w ⊆ Mw ∩ m(Ow)SMw . The question of equality in (0.0.1)

is same as the question of whether the map ψ is an isomorphism and can be interpreted as a
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global factorization problem. To be more specific, we say that the module M∈ B1(Ω) possesses

Gleason’s property at a point w0 ∈ Ω if for every element f ∈ M vanishing at w0 there are

f1, ..., fm ∈M such that f =
∑m

i=1(zi−w0i)fi. We further assume hereM is a AF-cosubmodule

( cf. [7, page - 38]).

Proposition 0.8. Any AF-cosubmodule M has Gleason’s property at w0 if and only if

dimM/mw0M = dimSMw0
/mw0SMw0

.

Proposition 0.9. Let M = [I] be a submodule of an analytic Hilbert module over C[z] on a

bounded domain Ω, where I is a polynomial ideal, each of whose algebraic component intersects

Ω. Then

dimM/mw0M = dimSMw0
/mw0SMw0

.

Corollary 0.10. If M is a submodule of an analytic Hilbert module of finite co-dimension with

the zero set Z(M) ⊂ Ω, then the Gleason problem is solvable for M.

Corollary 0.11. Suppose M is a submodule of an analytic Hilbert module given by closure of a

polynomial ideal and w0 ∈ V (I) is a smooth point then,

dim kerD(M−w0)∗ = codimension of V(I).

Next, we obtain invariants for those modules in B1(Ω) for which equality holds in (0.0.1). Since

H2
0 (D2) is in B1(D2 \ {(0, 0)}), the curvature of the associated Hermitian holomorphic line bundle

is a complete invariant (cf. [8]). However explicit computation of the curvature, even in this

simple case is difficult. An example is provided in the appendix (section 6.2). As was pointed out

in [12], the dimension of kerD(M−w0)∗ , w ∈ D2 is an invariant of the module H2
0 (D2). Therefore,

it may not be desirable to exclude the point (0, 0) altogether in any attempt to study the module

H2
0 (D2). Fortunately, implicit in the proof of Theorem 2.2 in [11], there is a construction which

makes it possible to write down invariants on all of D2. This theorem assumes only that the

module multiplication has closed range as in Definition 0.2. Therefore, it plays a significant role

in the study of the class of Hilbert modules B1(Ω).

We also note, from the Theorem 0.5, that the map ΓK : Ω∗0 → Gr(M, d) defined by ΓK(w̄) =

(K(1)
w , . . . ,K

(d)
w ) is holomorphic. The pull-back of the canonical bundle on Gr(M, d) under ΓK

then defines a holomorphic Hermitian vector bundle on the open set Ω∗0. Unfortunately, the

decomposition of the reproducing kernel given in Theorem above, is not canonical except when

the stalk is singly generated. In this special case, the holomorphic Hermitian bundle obtained in

this manner is indeed canonical. However, in general, it is not clear if this vector bundle contains

any useful information. Suppose we have equality in (0.0.1) for a Hilbert module M. Then it is

possible to obtain a canonical decomposition following [11], which leads in the same manner as

above, to the construction of a Hermitian holomorphic vector bundle in a neighborhood of each

point w ∈ Ω.
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For any fixed but arbitrary w0 ∈ Ω and a small enough neighborhood Ω0 of w0, the proof of

Theorem 2.2 from [11] shows the existence of a holomorphic function Pw̄0 : Ω∗0 → B(M) with the

property that the operator Pw̄0 restricted to the subspace kerD(M−w0)∗ is invertible. The range

of Pw̄0 can then be seen to be equal to the kernel of the operator P0D(M−w)∗ , where P0 is the

orthogonal projection onto ranD(M−w0)∗ .

Lemma 0.12. The dimension of ker P0D(M−w)∗ is constant in a suitably small neighborhood Ω0

of w0 ∈ Ω.

Let {e0, . . . , ek} be a basis for kerD(M−w0)∗ . Since Pw̄0 is holomorphic on Ω∗0, it follows

that γ1(w̄) := Pw̄0(w̄)e1, . . . , γk(w̄) := Pw̄0(w̄)ek are holomorphic on Ω∗0. Thus from Lemma 0.8,

Γ : Ω∗0 → Gr(M, k), given by Γ(w̄) = ker P0D(M−w)∗ , w ∈ Ω0, defines a holomorphic Hermitian

vector bundle P0 on Ω∗0 of rank k corresponding to the Hilbert module M.

Theorem 0.13. If any two Hilbert modulesM and M̃ from B1(Ω) are isomorphic via an unitary

module map, then the corresponding holomorphic Hermitian vector bundles P0 and P̃0 on Ω∗0 are

equivalent.

So the theorem above says that the equivalence class of the corresponding vector bundle P0

obtained from this canonical decomposition is an invariant for the isomorphism class of the Hilbert

module M. These invariants, are by no means easy to compute either. We give computation of

these invariants for the submodule H(λ,µ)
0 (D2) consisting of function vanishing at the origin of the

weighted Bergman module H(λ,µ)(D2) determined by the reproducing kernel

K(λ,µ)(z, w) =
1

(1− z1w̄1)λ(1− z2w̄2)µ
, z, w ∈ D2.

It is therefore desirable to construct invariants which are more easily computable. In this

context, we show that the holomorphic Hermitian line bundle on Ω∗I extends to a holomorphic

Hermitian line bundle L(M) on the “blow-up” space Ω̂∗ via the monoidal transform under mild

hypothesis on the zero set V (I). We also show that this line bundle determines the equivalence

class of the module [I] and therefore its curvature is a complete invariant.

Theorem 0.14. Let M and M̃ be two Hilbert modules in B1(Ω) consisting of holomorphic

functions on a bounded domain Ω ⊂ Cm. Assume that the dimension of the zero set of these

modules is at most m− 2. Suppose there exists a polynomial ideal I such that M and M̃ are the

completions of I with respect to different inner product. Then M and M̃ are equivalent if and

only if the line bundles L(M) and L(M̃) are equivalent as Hermitian holomorphic line bundle on

∆̂(w0; r)∗.

However, computing it explicitly on all of Ω̂∗ is difficult again. However if we restrict the line

bundle on Ω̂∗ to the exceptional subset of Ω̂∗, then the curvature invariant is easy to compute. We
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have calculated these invariant for a class of submodules of weighted Begman module Aα,β,γ(B2)

on the unit ball of C2, appeared in [26]. Also one can use the quadratic transform to calculate the

curvature invariant in the same way as above. Finally, we calculate these invariants for a class of

subspace of the weighted Bergman module H(λ,µ)(D2). We show, using quadratic transform, that

for fixed n ∈ N, the submodules

{[Ik] ⊂ H2(D2) : Ik =< zn1 , z
k
1z

n−k
2 >, 1 ≤ k ≤ n}

of the Hardy module H2(D2) are equivalent if and only if k = k′.

A line bundle is completely determined by its sections on open subsets. To write down the

sections, we use the decomposition theorem for the reproducing kernel [6, Theorem 1.5]. The

actual computation of the curvature invariant require the explicit calculation of norm of these

sections. Thus it is essential to obtain a concrete description of the eigenvectors K(i), 1 ≤ i ≤ d, in

terms of the reproducing kernel. We give two examples which, we hope, will motivate the results

that follow. Let H2(D2) be the Hardy module over the bi-disc algebra. The reproducing kernel for

H2(D2) is the Sz̈ego kernel S(z, w) = 1
1−z1w̄2

1
1−z2w̄2

. Let I0 be the polynomial ideal 〈z1, z2〉 and let

[I0] denote the minimal closed submodule of the Hardy module H2(D2) containing I0. Then the

joint kernel of the adjoint of the multiplication operators M1 and M2 is spanned by the two linearly

independent vectors: z1 = p1(∂̄1, ∂̄2)S(z, w)|w1=0=w2
and z2 = p2(∂̄1, ∂̄2)S(z, w)|w1=0=w2

, where

p1, p2 are the generators of the ideal I0. For a second example, take the ideal I1 = 〈z1 − z2, z
2
2〉

and let [I1] be the minimal closed submodule of the Hardy module H2
0 (D2) containing I1. The

joint kernel is not hard to compute. A set of two linearly independent vectors which span it are

p1(∂̄1, ∂̄2)S(z, w)|w1=0=w2
and p2(∂̄1, ∂̄2)S(z, w)|w1=0=w2

, where p1 = z1 − z2 and p2 = (z1 + z2)2.

Unlike the first example, the two polynomials p1, p2 are not the generators for the ideal I1 that

were given at the start, never the less, they are easily seen to be a set of generators for the ideal

I1 as well. This prompts the question:

Question: Let M ∈ B1(Ω) be a Hilbert module and I ⊆ M be a polynomial ideal. Assume

without loss of generality that 0 ∈ V (I). We ask

1. if there exists a set of polynomials p1, . . . , pn such that pi( ∂
∂w̄1

, . . . , ∂
∂w̄m

)K[I](z, w)|w=0, i =

1, . . . , n, spans the joint kernel of [I];

2. what conditions, if any, will ensure that the polynomials p1, . . . , pn, as above, is a generating

set for I?

We show that the answer to the Question (1) is affirmative, that is, there is a natural basis for the

joint eigenspace of the Hilbert module [I], which is obtained by applying a differential operator

to the reproducing kernel K[I] of the Hilbert module [I]. To facilitate this description, we make

the following definition. For w0 ∈ Ω, let

Vw0(I) := {q ∈ C[z] : q(D)p|w0 = 0 for all p ∈ I}
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and let

Ṽw0(I) := {q ∈ C[z] :
∂q

∂zi
∈ Vw0(I), 1 ≤ i ≤ m}.

Lemma 0.15. Fix w0 ∈ Ω and polynomials q1, . . . , qt. Let I be a polynomial ideal and K be the

reproducing kernel corresponding the Hilbert module [I], which is assumed to be in B1(Ω). Then

the vectors

q∗1(D̄)K(·, w)|w=w0 , . . . , q
∗
t (D̄)K(·, w)|w=w0

form a basis of the joint kernel at w0 of the adjoint of the multiplication operator if and only if

the classes [q1], . . . , [qt] form a basis of Ṽw0(I)/Vw0(I).

Often, these differential operators encode an algorithm for producing a set of generators for

the ideal I with additional properties. It is shown that there is an affirmative answer to the

Question (2) as well, if the ideal is assumed to be homogeneous.

Theorem 0.16. Let I ⊂ C[z] be a homogeneous ideal and {p1, . . . , pv} be a minimal set of gener-

ators for I consisting of homogeneous polynomials. Let K be the reproducing kernel corresponding

the Hilbert module [I], which is assumed to be in B1(Ω). Then there exists a set of generators

q1, ..., qv for the ideal I such that the set {qi(D̄)K(·, w)|w=0 : 1 ≤ i ≤ v} is a basis for kerDM∗.

It then follows that if there were two sets of generators which serve to describe the joint kernel,

as above, then these generators must be linear combinations of each other, that is, the sets of

generators are determined modulo a linear transformation. We will call them canonical set of

generators. The canonical generators provide an effective tool to determine if two ideal are equal.

A number of examples illustrating this phenomenon is given. For instance, consider the ideals

I1 :=< z1, z
2
2 > and I2 :=< z1 − z2, z

2
2 >. They are easily seen to be distinct: A canonical set

of generators for I1 is {z1, z
2
2} while for I1 it is {z1 − z2, (z1 + z2)2}. A brief description of the

chapters in this thesis follows.

In the Chapter Preliminaries, we recall the notion of a reproducing kernel and a functional

Hilbert space. Following [8] and [11], we show that operators in Cowen- Douglas class can be

realized as the adjoint of the multiplication operator defined by the co-ordinate functions. These

operators then define a natural action of the polynomial ring C[z] on the Hilbert space, making it

a “Hilbert module”. These Hilbert modules are semi-Fredholm but they also possess an additional

property, namely the dimension of H/mwH is constant for w in some open set. We point out

that in many natural example this additional property is absent making a case for study of

semi-Fredholm Hilbert modules.

In Chapter 2, we develop the sheaf model for a Hilbert moduleM in the class B1(Ω). We prove

the decomposition theorem (Theorem 0.5). A relationship between the joint kernel M/mwM
and the stalk SMw is established. We solve the Gleason problem for an analytic Hilbert module
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(Proposition 0.8 and Corollary 0.10). An alternative proof of the rigidity theorem is given, again,

using the sheaf model (Theorem 0.1).

Chapter 3 provides a canonical decomposition for the reproducing kernel using [11, Theorem

2.2]. We show that the canonical decomposition guarantees the existence of a vector bundle of

rank r (r possibly > 1). We extract invariants for the Hilbert module from this vector bundle

(Theorem 0.13). An explicit calculation of these invariants for a submodule of weighted Bergman

modules is given at the end of this chapter.

We address the questions (1) and (2) in Chapter 4 and prove Theorem 0.16. In this chapter,

the notion of canonical generators is introduced and several explicit examples are given.

In Chapter 5, we use the familiar technique of ‘resolution of singularities’ to construct the

blow-up space of Ω along an ideal I. Applying the monoidal transform, we construct a Hermitian

holomorphic line bundle on the blow-up space and prove Theorem 0.14. We also describe the

construction of a Hermitian holomorphic line bundle using the quadratic transform. We have

given various examples which illustrate the utility of some of these results.

Most of the results in Chapters 2 and 3 are from [6] and those in Chapters 4 and 5 are from

[5].





1. Preliminaries

In this chapter, first recall the definition of the Cowen- Douglas class of operators and then recast

this definition in the language of Hilbert modules over the polynomial ring C[z]. We discuss the

notion of a reproducing kernel and the important role it plays in the study of Hilbert modules over

polynomial rings. Beyond the Hilbert modules defined by the action of adjoint of a commuting

tuple of operators in the Cowen-Douglas class, which have been studied vigorously over the last

two three decades, lies the semi-Fredholm modules. Submodules of Analytic Hilbert modules

provide large class of examples of semi-Fredholm Hilbert module. Following Chen and Guo [7],

we discuss the characteristic space of a polynomial ideal. We record a number of of well known

results on polynomial ideals which are used frequently in this thesis.

1.1 The reproducing kernel

Let Ω be an open connected subset of Cm. Also let Mn(C) denotes the vector space of all n× n
complex matrices and 〈 , 〉Cn be the standard inner product in Cn (though we will mention it

only when it is not clear from the context or to distinguish from other inner products).

Definition 1.1. A function K : Ω× Ω→Mn(C) holomorphic in the first and anti-holomorphic

in the second variable, satisfying

p∑
i,j=1

〈K(w(i), w(j))ζj , ζi〉 ≥ 0, w(1), . . . , w(p) ∈ Ω, ζ1, . . . , ζp ∈ Cn, p ≥ 1 (1.1.1)

is said to be a non negative definite kernel on Ω.

Given a non negative definite kernel K, let H0 be the linear span of all vectors from the set

S := {K(·, w)ζ, w ∈ Ω, ζ ∈ Cn}.

Define an inner product between two of the vectors from the set S by setting

〈K(·, w)ζ,K(·, w′)η〉 = 〈K(w′, w)ζ, η〉Cn , for ζ, η ∈ Cn, and w,w′ ∈ Ω, (1.1.2)

and extend it to the linear space H0. The completion H of the inner product space H0 is a Hilbert

space. It is evident that it has the reproducing property, namely,

〈f(w), ζ〉Cn = 〈f,K(·, w)ζ〉H, w ∈ Ω, ζ ∈ Cn, f ∈ H. (1.1.3)
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Remark 1.2. Although, in the definition of the kernel K, it is merely required to be non neg-

ative definite, the equation (1.1.2) defines a positive definite sesqui-linear form as is easy to see:

|〈f(w), ζ〉| = |〈f,K(·, w)ζ〉| which is at most ‖f‖〈K(w,w)ζ, ζ〉1/2 by the Cauchy - Schwarz inequal-

ity. It follows that if ‖f‖2 = 0 then f = 0. Another application of the Cauchy-Schwarz inequality

shows that the linear transformation ew : H → Cn, defined by ew(f) = f(w), is bounded for all

w ∈ Ω, f ∈ H, that is,

|ew(f)| = |
n∑
i=1

〈f(w), ei〉ei| ≤
n∑
i=1

|〈f(w), ei〉|‖ei‖ ≤ ‖f‖(
n∑
i=1

〈K(w,w)ei, ei〉1/2),

ei = (0, .., 1, .., 0) ∈ Cn with 1 in the i-th co-ordinate.

Conversely, let H be a Hilbert space of holomorphic functions on Ω taking values in Cn. If the

linear transformation ew : H → Cn of evaluation at w is bounded for all w ∈ Ω. Then ew admits

a bounded adjoint e∗w : Cn → H such that 〈ew(f), ζ〉Cn = 〈f, e∗wζ〉H for all f ∈ H and ζ ∈ Cn. A

function f in H is then orthogonal to e∗w(Cn) if and only if f = 0. Thus f =
∑p

i=1 e
∗
w(i)ζi with

w(1), . . . , w(p) ∈ Ω, ζ1, . . . , ζp ∈ Cn, p > 0, form a dense set in H. Therefore we have

‖f‖2 =
p∑

i,j=1

〈ew(i)e∗w(j)ζj , ζi〉,

where f =
∑p

i=1 e
∗
w(i)ζi, w

(i) ∈ Ω and ζi ∈ Cn for 1 ≤ i ≤ p. Since ‖f‖2 ≥ 0, it follows that the

kernel K(z, w) = eze
∗
w is non-negative definite as in (1.1.1). Clearly, K(·, w)ζ is in H for each

w ∈ Ω and ζ ∈ Cn and that it has the reproducing property (1.1.3). It is not hard to see that

such a kernel is uniquely determined.

A Hilbert space of holomorphic functions on some bounded domain Ω ⊆ Cm will be called a

reproducing kernel Hilbert space if the evaluation ew at w is bounded for w in some open subset

of Ω. Thus if K is the reproducing kernel for some Hilbert space H, then H = span{K(·, w)ζ :

w ∈ Ω, ζ ∈ Cn}.

There is a useful alternative description of the reproducing kernel K in terms of the orthonor-

mal basis {ek : k ≥ 0} of the Hilbert space H. We think of the vector ek(w) ∈ Cn as a column

vector for a fixed w ∈ Ω and let ek(w)∗ be the row vector (e1
k(w), . . . , enk(w)). We see that

〈K(z, w)ζ, η〉 = 〈K(·, w)ζ,K(·, z)η〉 = 〈
∞∑
j=0

〈K(·, w)ζ, ej〉ej ,
∞∑
k=0

〈K(·, z)η, ek〉ek〉

=
∞∑
k=0

〈K(·, w)ζ, ek〉〈K(·, z)η, ek〉 =
∞∑
k=0

〈ek(w), ζ〉〈ek(z), η〉

=
∞∑
k=0

〈ek(z)ek(w)∗ζ, η〉

for any pair of vectors ζ, η ∈ Cn. Therefore, we have the following very useful representation for
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the reproducing kernel K:

K(z, w) =
∞∑
k=0

ek(z)ek(w)∗, (1.1.4)

where {ek : k ≥ 0} is any orthonormal basis in H.

Differentiating (1.1.3), we also obtain the following extension of the reproducing property:

〈(∂ji f)(w), η〉 = 〈f, ∂̄jiK(·, w)η〉 for 1 ≤ i ≤ m, j ≥ 0, w ∈ Ω, η ∈ Ck, f ∈ H. (1.1.5)

Familiar examples of reproducing kernel Hilbert spaces are the Hardy and the Bergman spaces

over the Euclidean ball and the polydisc. A detailed discussion of reproducing kernel can be found

in [3].

1.2 The Cowen-Douglas class

Let T = (T1, . . . , Tm) be an m-tuple of commuting bounded linear operator on a separable complex

Hilbert space H. The operator DT : H → H ⊕ . . . ⊕ H is defined by DT (x) = (T1x, . . . , Tmx),

x ∈ H. Let Ω be a bounded domain in Cn. For w = (w1, . . . , wm) ∈ Ω, let T − w denote the

operator tuple (T1−w1, . . . , Tm−wm). Note that kerDT−w = ∩mj=1 ker(Tj−wj). Let k be positive

integer

Definition 1.3. The m-tuple T is said to be in the Cowen-Douglas class Bk(Ω) if

(1) ran DT−w is closed for all w ∈ Ω;

(2) span{ker DT−w : w ∈ Ω} is dense in H; and

(3) dim ker DT−w = k for all w ∈ Ω.

For a commuting tuple of operators T in Bk(Ω), let

ET = {(w, x) ∈ Ω×H : x ∈ ker DT−w}

with π(w, x) = w be the sub-bundle of the trivial bundle Ω×H. For T ∈ Bk(Ω), we recall from

[10] that the map w 7→ ker DT−w defines a holomorphic Hermitian vector bundle ET of rank k

over Ω.

Theorem 1.4. [8, Theorem 1.14] Two commuting tuples of operators T and T̃ in Bk(Ω) are

unitarily equivalent if and only if the vector bundle ET and E
T̃

are equivalent as holomorphic

Hermitian vector bundle.

Deciding when two holomorphic Hermitian vector bundles are equivalent is not an easy task

except when the rank of these bundles are 1. In this case, the curvature

K(ω) = −
m∑

i,j=1

∂2 log ‖ γ(w) ‖2

∂wi∂w̄j
dwi ∧ dw̄j , w = (w1, . . . , wm) ∈ Ω
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of the line bundle E defined with respect to a non-zero holomorphic section γ is a complete

invariant. (It is not hard to see that the definition of the curvature does not depend on the choice

of the particular section γ: If γ0 is another holomorphic section of E, then γ0 = φγ for some

holomorphic function φ on Ω and the harmonicity of log |φ| completes the verification.)

Thus Theorem 1.4 says that two commuting tuples of operators T and T̃ in B1(Ω) are unitarily

equivalent if and only if the curvature of the corresponding line bundles ET and ET̃ are equal on

some open subset of Ω. In general (Cf. [8] and [10]), the curvature of the bundle ET along with

a certain number of derivatives forms a complete set of unitary invariants for the operator T .

Every commuting m-tuple of operators in Bk(Ω) can be realized as the m-tuple of the adjoint

of multiplication by coordinate functions on a Hilbert space of holomorphic functions defined on

an open subset of Ω∗ = {w ∈ Cm : w ∈ Ω}: Pick a holomorphic frame γ1(w), . . . , γk(w) of the

vector bundle ET on some open subset Ω0 of Ω. The map Γ : Ω0 → L(Ck,H) defined by the rule

Γ(w)ζ =
k∑
i=0

ζiγi(w), ζ = (ζ1, . . . , ζk)

is holomorphic. Let O(Ω∗0,Ck) be the algebra of holomorphic functions on Ω∗0 taking values in Ck

and UΓ : H → O(Ω∗0,Ck) be the map defined by

(UΓf)(w) = Γ(w̄)∗f, f ∈ H, w ∈ Ω0. (1.2.1)

The map UΓ is linear and injective. Therefore, it defines an inner product on HΓ := ran UΓ:

〈UΓf, UΓg〉Γ = 〈f, g〉, f, g ∈ H.

Equipped with this inner product HΓ consisting of Ck-valued holomorphic functions on Ω∗0 be-

comes a Hilbert space. It is then shown in [11, Remarks 2.6] that

(a) K(z, w) = Γ(z̄)∗Γ(w̄), z, w ∈ Ω∗0 is the reproducing kernel for the Hilbert space HΓ and

(b) M∗i UΓ = UΓTi, where (Mif)(z) = zif(z), z = (z1, . . . , zm) ∈ Ω.

The map C[z]×HΓ → HΓ defined by (p, f) 7→ p · f, p ∈ C[z], f ∈ HΓ is a module map. Here p · f
is the function obtained by pointwise multiplication of the two functions p and f . Thus we think

of HΓ as a module over the polynomial ring.

Clearly, the representation of the commuting m-tuple T as the adjoint of the multiplication

tuple M = (M1, . . . ,Mm) on the space HΓ depends on the initial choice of the frame γ. It is

shown in [11] that there is a canonical choice for the Hilbert module HΓ, namely, one where one

may assume that the kernel K is normalized.

Definition 1.5. A non negative definite kernel K is said to be normalized at w0 if K(z, w0) = I

for z in some open subset Ω∗0 of Ω∗.
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Fix w0 ∈ Ω∗ and note that K(z, w0) is invertible for z in some neighborhood ∆∗0 ⊆ Ω∗ of w0.

Let Kres be the restriction of K to ∆∗0 ×∆∗0. Define a kernel function K0 on ∆∗0 by

K0(z, w) = φ(z)K(z, w)φ(w)∗, z, w ∈ ∆∗0, (1.2.2)

where φ(z) = Kres(w0, w0)1/2Kres(z, w0)−1. Clearly the kernel K0 is normalized at w0. Let M0

denote the m-tuple of multiplication operators on the Hilbert space H. It is not hard to establish

the unitary equivalence of the two m - tuples M and M0 as in (cf. [11, Lemma 3.9 and Remark

3.8]). First, the restriction map res : f → fres, which restricts a function in H to ∆∗0 is a unitary

map intertwining the m-tuple M on H with the m-tuple M on Hres = ran res. The Hilbert space

Hres is a reproducing kernel Hilbert space with reproducing kernel Kres. Second, suppose that the

m-tuples M defined on two different reproducing kernel Hilbert spaces H1 and H2 are in Bk(Ω∗)

and X : H1 → H2 is a bounded operator intertwining these two operator tuples. Then X must

map the joint kernel of one tuple in to the other, that is, XK1(·, w)ξ = K2(·, w)ϕ(w)ξ, ξ ∈ Ck, for

some function ϕ : Ω∗ → Ck×k. Assuming that the kernel functions K1 and K2 are holomorphic in

the first and anti-holomorphic in the second variable, it follows, again as in [11, pp. 472], that ϕ

is anti-holomorphic. An easy calculation then shows that X∗ is the multiplication operator Mϕ∗ ,

where ϕ(w)∗ = ϕ(w)
tr

. If the two operator tuples are unitarily equivalent then there exists an

unitary operator U intertwining them. Hence U∗ must be of the form Mψ for some holomorphic

function ψ. Also, the operator U must map the kernel of D(M−w)∗ acting on H1 isometrically

onto the kernel of D(M−w)∗ acting on H2 for all w ∈ Ω∗. The unitarity of U is equivalent to the

relation K1(·, w)ξ = U∗K2(·, w)ψ(w)∗ξ for all w ∈ Ω and ξ ∈ Ck. It then follows that

K1(z, w) = ψ(z)K2(z, w)ψ(w)∗, (1.2.3)

where ψ : Ω∗ → GL(Ck) is some holomorphic function. Here, GL(Ck) denotes the group of all

invertible linear transformations on Ck.

Conversely, if two kernels are related as in equation (1.2.3), then the corresponding tuples of

multiplication operators are unitarily equivalent since

M∗i K(·, w)ζ = w̄iK(·, w)ζ, w ∈ Ω, ζ ∈ Ck,

where (Mif)(z) = zif(z), f ∈ H for 1 ≤ i ≤ m.

In general, the adjoint of the multiplication tuple M on a reproducing kernel Hilbert space

need not be in the Cowen-Douglas class Bk(Ω). However, one may impose additional conditions

(cf. [11]) on K to ensure this. The normalized kernel K (modulo conjugation by a constant

unitary on Cm) then determines the unitary equivalence class of the multiplication tuple M.

In conclusion, it is possible to answer a number of questions regarding the m-tuple of operators

T using either the corresponding vector bundle or the normalized kernel. An elementary discussion

on curvature invariant is given in appendix (section 6.1).
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1.3 Hilbert modules over polynomial ring and semi-Fredholmness

The notion of a Hilbert module was formulated and studied in [15]. This was introduced to

emphasize algebraic methods in the study of Hilbert space operators and more generally algebras

of operators on Hilbert space.

Definition 1.6. A Hilbert module H over the polynomial ring C[z] is a Hilbert space H together

with a unital module multiplication C[z]×H → H which is assumed to define a bounded operator

for each p, that is, the map Mp : H → H defined by h 7→ p · h is bounded for p ∈ C[z].

We note that given a commuting m-tuple (T1, . . . , Tm) on a Hilbert spaceH, it can be naturally

endowed with a module structure over the polynomial ring C[z] by setting p · h = p(T1, . . . Tm)h.

We say two Hilbert modules H1 and H2 are unitarily equivalent if there exists a unitary operator

U : H1 → H2 which intertwines the module action, that is, UMp = MpU for all p ∈ C[z]. Note

for equivalence of two Hilbert modules, it is enough to check that UMzi = MziU, 1 ≤ i ≤ m.

If H is a Hilbert module over C[z], then a set {hλ}λ∈Λ ⊆ H is called a generating set for H if

finite linear sum of the form ∑
i

pihλi , pi ∈ C[z], λi ∈ Λ

are dense in H.

Definition 1.7. If H is a Hilbert module over C[z], then rankC[z]H, the rank of H over C[z], is

the minimum cardinality of a generating set for H.

A Hilbert module H over C[z] is said to be finitely generated if rankC[z]H <∞.

Definition 1.8. A Hilbert module H is said to be semi-Fredholm at the point w if

dimH/mwH <∞,

where mw is the maximal ideal of C[z] at w.

We study the class of semi-Fredholm Hilbert modules which includes the finitely generated

ones (see [15, page - 89]). In particular, any submodule of an analytic Hilbert module M of the

form [I] for some ideal I ⊆ C[z] is semi-Fredholm.

Recall that if mwH has finite codimension then mwH is a closed subspace of H. A Hilbert

module H semi-Fredholm on Ω if it is semi-Fredholm for every w ∈ Ω.

Definition 1.9. Consider the semi-Fredholm modules for which the two conditions

(const) dimH/mwH = n <∞ for all w ∈ Ω;

(span) ∩w∈ΩmwH = 0,
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hold. We will say these Hilbert modules are in the Cowen-Douglas class Bn(Ω). (The adjoint of

the multiplication tuple defined on H is in Bn(Ω∗).)

For any Hilbert module H in Bn(Ω), the analytic localization O⊗̂O(Cm)H is a locally free

module when restricted to Ω, see [18] for details. Let us denote, in short,

Ĥ := O⊗̂O(Cm)H
∣∣
Ω
,

and let EH = Ĥ|Ω be the associated holomorphic vector bundle. Fix w ∈ Ω. The minimal

projective resolution of the maximal ideal at the point w is given by the Koszul complex K�(z −
w,H), where Kp(z − w,H) = H ⊗ ∧p(Cm) and the connecting maps δp(w) : Kp → Kp−1 are

defined, using the standard basis vectors ei, 1 ≤ i ≤ m for Cm, by

δp(w)(fei1 ∧ . . . ∧ eip) =
p∑
j=1

(−1)j−1(zj − wj) · fei1 ∧ . . . ∧ êij ∧ . . . ∧ eip .

Here, zi · f is the module multiplication. In particular δ1(w) : H ⊕ . . . ⊕ H → H is defined by

(f1, . . . , fm) 7→
∑m

j=1(Mj − wj)fj , where Mi is the operator Mj : f 7→ zj · f , for 1 ≤ j ≤ m and

f ∈ H. The 0-th homology group of the complex, H0(K�(z − w,H)) is same as H/mwH. For

w ∈ Ω, the map δ1(w) induces a map localized at w,

K1(z − w, Ĥw)
δ1w(w)−→ K0(z − w, Ĥw).

Then Ĥw = coker δ1w(w) is a locally free Ow module and the fiber of the associated holomorphic

vector bundle EH is given by

EH,w = Ĥw ⊗Ow Ow/mwOw.

We identify E∗H,w with ker δ1(w)∗. Thus E∗H is a Hermitian holomorphic vector bundle on

Ω∗ := {z̄ : z ∈ Ω}. Let DM∗ be the commuting m-tuple (M1
∗, . . . ,Mm

∗) from H to H⊕ . . .⊕H.

Clearly δ1(w)∗ = D(M−w)∗ and ker δ1(w)∗ = kerD(M−w)∗ = ∩mj=1 ker(Mj − wj)∗ for w ∈ Ω.

Let Gr(H, n) be the rank n Grassmanian on the Hilbert module H. The map Γ : Ω∗ →
Gr(H, n) defined by w̄ 7→ kerD(M−w)∗ is shown to be holomorphic in [8]. The pull-back of the

canonical vector bundle on Gr(H, n) under Γ is then the holomorphic Hermitian vector bundle E∗H
on the open set Ω∗. A restatement of Theorem 1.4 is that equivalent Hilbert modules correspond

to equivalent vector bundles and vice-versa. Examples are the Hardy and the Bergman modules

over the Euclidean ball and the poly-disc.

We recall, from section 1.2, that a Hilbert module in the Cowen-Douglass class B1(Ω) consists

of

• a Hilbert space H of holomorphic functions on some bounded domain Ω0 in Cm,

• a reproducing kernel K for H on the Ω0 for H which is non-degenerate, that is, K(w,w) 6=
0, w ∈ Ω0,
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• the module multiplication is the pointwise multiplication.

For Hilbert modules as above, E∗H ∼= OΩ∗ , that is, the associate holomorphic vector bundle

is trivial, with Kw := K(·, w) as a non-vanishing global section. For modules in B1(Ω), the

curvature of the vector bundle E∗H is a complete invariant. However, in many natural examples

of submodules of Hilbert modules from the class B1(Ω), the dimension of the joint kernel does

not remain constant. Let us look at an example. Let H2(D2) be the Hardy space on the bi-disc.

This may be thought of as a Hilbert space of holomorphic functions defined on D2 determined by

the reproducing kernel

K(z, w) = (1− z1w1)−1(1− z2w̄2)−1, z = (z1, z2), w = (w1, w2) ∈ D2.

This follows from (1.1.4) as {z1
iz2

j}i,j≥0 forms an orthonormal basis for H. Let

H2
0 (D2) = {f ∈ H2(D2) : f(0, 0) = 0}

be the submodule of functions vanishing at the origin. Using (1.1.4), we see that the reproducing

kernel K0 for H2
0 (D2) is

K0(z, w) = K(z, w)− 1

= (z1w̄1 + z2w̄2 − z1z2w̄1w̄2)K(z, w)

where z = (z1, z2), w = (w1, w2) ∈ D2. We have

dim kerD(M−w)∗ =

1 if w 6= (0, 0)

2 if w = (0, 0).
(1.3.1)

Clearly, the map w̄ 7→ kerD(M−w)∗ is not holomorphic on all of D2 but only on D2 \ {(0, 0)}.
To extract invariants for Hilbert modules as above, we begin a systematic study of a class of

submodules of kernel Hilbert modules (over the polynomial ring C[z]) which are semi-Fredholm

on Ω.

Definition 1.10. A Hilbert module M over the polynomial ring C[z] is said to be in the class

B1(Ω) if

(rk) possess a reproducing kernel K (we don’t rule out the possibility: K(w,w) = 0 for w in

some closed subset X of Ω) and

(fin) The dimension of M/mwM is finite for all w ∈ Ω.

The following Lemma isolates a large class of elements from B1(Ω) which belong to B1(Ω0)

for some open subset Ω0 ⊆ Ω.
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Lemma 1.11. Suppose M∈ B1(Ω) is the closure of a polynomial ideal I. Then M is in B1(Ω)

if the ideal I is singly generated while if it is generated by the polynomials p1, p2, . . . , pt, then M
is in B1(Ω \X) for X = ∩ti=1{z : pi(z) = 0} ∩ Ω.

Proof. The proof is a refinement of the argument given in [13, page - 285]. Let γw be any

eigenvector at w for the adjoint of the module multiplication, that is, M∗pγw = p(w)γw for p ∈ C[z].

First, assume that the module M is generated by the single polynomial, say p. In this

case, K(z, w) = p(z)χ(z, w)p(w) for some positive definite kernel χ on all of Ω. Set K1(z, w) =

p(z)χ(z, w) and note that K1(·, w) is a non-zero eigenvector at w ∈ Ω. We have

〈pq, γw〉 = 〈p,M∗q γw〉 = 〈p, q(w)γw〉 = q(w)〈p, γw〉

=
〈pq,K(·, w)〉〈p, γw〉

p(w)
= 〈pq, 〈p, γw〉K1(·, w)〉.

Since vectors of the form {pq : q ∈ C[z]} are dense inM, it follows that γw = 〈p, γw〉K1(·, w) and

the proof is complete in this case.

Now, assume that p1, . . . , pt is a set of generators for the ideal I. Then for w 6∈ X, there exist

a k ∈ {1, . . . , t} such that pk(w) 6= 0. We note that for any i, 1 ≤ m,

pk(w)〈pi, γw〉 = 〈pi,M∗pkγw〉 = 〈pipk, γw〉 = 〈pk,M∗piγw〉 = pi(w)〈pk, γw〉.

Therefore we have

〈
t∑
i=1

piqi, γw〉 =
t∑
i=1

〈piqi, γw〉 =
t∑
i=1

〈pi,M∗qiγw〉 =
t∑
i=1

qi(w)〈pi, γw〉

=
t∑
i=1

〈piqi,
〈pk, γw〉K(·, w)

pk(w)
〉.

Let c(w) = 〈pk,γw〉
pk(w) . Hence

t∑
i=1

〈piqi, γw〉 = 〈
t∑
i=1

piqi, c(w)K(·, w)〉.

Since vectors of the form {
∑t

i=1 piqi : qi ∈ C[z], 1 ≤ i ≤ t} are dense in M, it follows that

γw = c(w)K(·, w) completing the proof of the second half.

Note that the lemma given above only says what happens to the dimension of the joint kernel

for points outside the zero set X. A complete formula for the dimension of the joint kernel (in

some cases) is given in [17] which we reproduced below.

Theorem 1.12 (Duan-Guo). Let [I] be a polynomialideal and V (I) be the common zero of the

ideal I. Let H be an analytic Hilbert module over Ω. Suppose H0 is a submodule of H which is

the completion of the ideal I in H. Then assuming that the ideal I satisfies one of the following

conditions
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(1) is singly generated

(2) is prime ideal of C[z1, z2]

(3) is prime ideal of C[z1, . . . , zm], m > 2 and w is a smooth point of V (I),

we have

dim∩mi=1 ker(Mj |H0 − wj)∗ =

{
1 for w /∈ V (I) ∩ Ω;

codimension of V(I) for w ∈ V (I) ∩ Ω.

We note that H2
0 (D2) = [m0], where m0 =< z1, z2 >, that is, the ideal generated by z1 and z2

in C[z1, z2]. Consequently, the equation (1.3.1) follows from the theorem of Duan and Guo.

1.4 Some results on polynomial ideals and analytic Hilbert modules

Let α = (α1, . . . αm) ∈ (Z+)m be a multi index and zα = zα1
1 . . . zαmm . For q ∈ C[z] of the form

q(z) =
∑

α aαz
α, let q(D) denote the linear partial differential operator

q(D) =
∑
α

aα
∂|α|

∂zα1
1 . . . ∂zαmm

where |α| =
∑

i αi. For an ideal I, the characteristic space at w is the linear space

Vw(I) = {q ∈ C[z] : q(D)p|w = 0, p ∈ I}.

Here q(D)p|w = (q(D)p)(w). The following identity is easily verified:

q(D)(zjf)|w = wjq(D)p|w +
∂q

∂zj
(D)f |w, j = 1, . . . ,m

for any analytic function f defined in a small neighborhood of w. The characteristic space Vw(I)

is invariant under the action of the partial differential operators { ∂
∂z1

, . . . , ∂
∂zm
} and Vw(I) 6= {0}

if and only if w ∈ V (I). The envelope, Iew of I at w is the ideal

Iew := {q ∈ C[z] : q(D)p|w = 0 for all q ∈ Vw(I)}, (1.4.1)

containing I. Let I = ∩nj=1Ij be an irredundant primary decomposition of the ideal I. Thus each

ideal is Pj-primary for some prime ideal Pj . The set {Pj : 1 ≤ j ≤ n} is uniquely determined by

I while the set {Ij : 1 ≤ j ≤ n} is not. Note that

V (I) = ∩nj=1V (Pj).

For 1 ≤ j ≤ n, the set V (Pj) is called an algebraic component of I.

Theorem 1.13. [25, Corollary 2.2] Let Ω be a subset of Cm. If each algebraic component of the

ideal I intersects Ω, then

I = ∩w∈ΩIew.
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For polynomial ideals I1, I2 satisfying I1 ⊇ I2, we note that I1w ⊆ I2w for all w ∈ Cm. Let

V (I2) \ V (I1) := {w ∈ V (I2) : I2w 6= I1w}.

Lemma 1.14. [24, Corollary 2.5] If I1, I2 are two ideals in C[z], I1 ⊇ I2, and dim I1/I2 <∞,

then

dim I1/I2 =
∑

w∈V (I2)\V (I1)

dim I2w/I1w.

We now state two important theorems about analytic Hilbert module. The first of these

theorems is a generalization of the result of Ahern and Clark [2].

Theorem 1.15. [16, Corollary 2.8] Let H be an analytic Hilbert module on a bounded domain Ω

in Cm. Then the maps I 7→ [I] and M 7→ M∩ C[z] define bijective correspondence between the

ideal I of C[z] with V (I) ⊂ Ω and the submodule M of H of finite codimension.

Theorem 1.16. [24, Theorem 3.1] Le H be an analytic Hilbert module on the domain Ω ⊆ Cm,

and I1, I2 be two polynomial ideal satisfying I1 ⊇ I2, and V (I2) \V (I1) ⊂ Ω. Let [I1], [I2] be the

closures of I1, I2 respectively in H. Then

dim[I1]/[I2] = dim I1/I2.





2. The sheaf model

In this chapter, we develop the sheaf model for a Hilbert module M in the class B1(Ω). We

prove the decomposition theorem. A relationship between the joint kernel M/mwM and the

stalk SMw is established. We solve the Gleason problem for an analytic Hilbert module and its

finite codimensional submodules. An alternative proof of the rigidity theorem is given.

2.1 The sheaf construction and decomposition theorem

Let us consider a Hilbert module M in the class B1(Ω) which is a submodule of some Hilbert

module H in B1(Ω), possessing a nondegenerate reproducing kernel K. Clearly then we have the

following module map

O⊗̂O(Cm)M−→ O⊗̂O(Cm)H ∼= OΩ. (2.1.1)

Let SM denotes the range of the composition map in the above equation. Then the stalk of SM

at w ∈ Ω is given by {(f1)wOw + · · ·+ (fn)wOw : f1, . . . , fn ∈M}

Motivated by the construction above and the analogy with the correspondence of a vector

bundle with a locally free sheaf [30, page-40], we construct a sheaf SM for the Hilbert moduleM
over the polynomial ring C[z], in the class B1(Ω). The sheaf SM is the subsheaf of the sheaf of

holomorphic functions O(Ω) whose stalk SMw at w ∈ Ω is{
(f1)wOw + · · ·+ (fn)wOw : f1, . . . , fn ∈M

}
,

or equivalently,

SM(U) =
{ n∑
i=1

(
fi|U

)
gi : fi ∈M, gi ∈ O(U)

}
for U open in Ω.

For any two Hilbert module M1 and M2 in the class B1(Ω) and L : M1 → M2 a module

map between them, let SL : SM1(V )→ SM2(V ) be the map defined by

SL
n∑
i=1

fi|V gi :=
n∑
i=1

Lfi|V gi, for fi ∈M1, gi ∈ O(V ), n ∈ N.

The map SL is well defined: if
∑n

i=1 fi|V gi =
∑n

i=1 f̃i|V g̃i, then
∑n

i=1 Lfi|V gi =
∑n

i=1 Lf̃i|V g̃i.
Suppose M1 is isomorphic to M2 via the unitary module map L. Now, it is easy to verify that
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(SL)−1 = SL∗ . It then follows that SM1 is isomorphic, as sheaves of modules over O(Ω), to SM2

via the map SL.

It is clear that if the Hilbert module M is in the class B1(Ω), then the sheaf SM is locally

free. Also, if the Hilbert module is taken to be the maximal set of functions vanishing on an

analytic hyper-surface Z, then the sheaf SM coincides with the ideal sheaf IZ(Ω) and therefore

it is coherent (cf.[22]). However, much more is true

Proposition 2.1. For any Hilbert module M in B1(Ω), the sheaf SM is coherent.

Proof. The sheaf SM is generated by the family {f : f ∈ M} of global sections of the sheaf

O(Ω). Let J be a finite subset of M and SMJ ⊆ O(Ω) be the subsheaf generated by the sections

f, f ∈ J . It follows (see [23, Corollary 9, page. 130]) that SMJ is coherent. The family {SMJ :

J is a finite subset ofM} is increasingly filtered, that is, for any two finite subset I and J of M,

the union I ∪ J is again a finite subset ofM and SMI ∪ SMJ ⊂ SMI∪J . Also, clearly SM =
⋃
J S
M
J .

Using Noether’s lemma [22, page. 111] which says that every increasingly filtered family must be

stationary, we conclude that the sheaf SM is coherent.

For w ∈ Ω, the coherence of SM ensures the existence of m,n ∈ N and an open neighborhood

U of w such that

(Om)|U → (On)|U → (SM)|U → 0

is an exact sequence. Thus {(
SMw /mwSMw

)∗
: w ∈ Ω

}
defines a holomorphic linear space on Ω (cf. [20, 1.8 (p. 54)]). Although, we have not used

this correspondence in any essential manner in this thesis, we expect it to be a useful tool in the

investigation of some of the questions we raise here.

Remark 2.2. LetM is any module in B1(Ω) with Ω pseudoconvex and a finite set of generators

{f1, . . . , ft}. From [7, Lemma 2.3.2], it follows that the associated sheaf SM(Ω) is not only

coherent, it has global generators {f1, . . . , ft}, that is, {f1w, . . . , ftw} generates the stalk SMw for

every w ∈ Ω. Theorem 2.3.3 of [17] (or equivalently [27, Theorem 7.2.5]) is a consequence of the

Cartan’s Theorem B(cf. [27, Theorem 7.1.7]) together with the coherence of every locally finitely

generated subsheaf of Ok (cf. [27, Theorem 7.1.8]). It is then easy to verify that if M is any

module in B1(Ω) and if {f1, . . . , ft} is finite set of generators forM, then for f ∈M, there exist

g1, . . . , gt ∈ O(Ω) such that

f = f1g1 + · · ·+ ftgt. (2.1.2)

More generally, if f ∈ SM(U), then f =
∑t

i=1 figi, with gi ∈ O(U).

The coherence of the sheaf SM implies, in particular, that the stalk (SM)w at w ∈ Ω is

generated by a finite number of elements g1, . . . , gd from Ow. Sometimes we also write gi to denote
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a holomorphic function as a representative of the germ gi at w ∈ Cm. If K is the reproducing

kernel forM and w0 ∈ Ω is a fixed but arbitrary point, then for w in a small neighborhood Ω0 of

w0, we obtain the following decomposition theorem.

Theorem 2.3. Suppose g0
i , 1 ≤ i ≤ d, be a minimal set of generators for the stalk SMw0

. Then

(i) there exists a open neighborhood Ω0 of w0 such that

K(·, w) := Kw = g0
1(w)K(1)

w + · · ·+ g0
n(w)K(d)

w , w ∈ Ω0

for some choice of anti-holomorphic functions K(1), . . . ,K(d) : Ω0 →M,

(ii) the vectors K(i)
w , 1 ≤ i ≤ d, are linearly independent inM for w in some small neighborhood

of w0,

(iii) the vectors {K(i)
w0 | 1 ≤ i ≤ d} are uniquely determined by these generators g0

1, . . . , g
0
d,

(iv) the linear span of the set of vectors {K(i)
w0 | 1 ≤ i ≤ d} inM is independent of the generators

g0
1, . . . , g

0
d, and

(v) M∗pK
(i)
w0 = p(w0)K(i)

w0 for all i, 1 ≤ i ≤ d, where Mp denotes the module multiplication by

the polynomial p.

Proof. For simplicity of notation, we assume, without loss of generality, that 0 = w0 ∈ Ω. Let

{en}∞n=0 be a orthonormal basis for M. From the equation (1.1.4), we write

K(z, w) =
∞∑
n=0

en(z)en(w), z, w ∈ Ω.

It follows from [23, Theorem 2, page. 82] that for every element f in SM0 , and therefore in

particular for every en, we have

en(z) =
d∑
i=1

g0
i (z)h

(n)
i (z), z ∈ ∆(0; r)

for some holomorphic functions h(n)
i defined on the closed polydisc ∆̄(0; r) ⊆ Ω. Furthermore,

they can be chosen with the bound ‖ h(n)
i ‖∆̄(0;r) ≤ C‖ en ‖∆̄(0;r) for some positive constant C

independent of n. Although, the decomposition is not necessarily with respect to the standard

coordinate system at 0, we will be using only a point wise estimate. Consequently, in the equation

given above, we have chosen not to emphasize the change of variable involved and we have,

K(z, w) =
∞∑
n=0

{
d∑
i=1

g0
i (w)h(n)

i (w)}en(z) =
d∑
i=1

g0
i (w){

∞∑
n=0

h
(n)
i (w)en(z)}.
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Setting K(i)
w (z)(= Ki(z, w)) to be the sum

∑∞
n=0 h

(n)
i (w)en(z), we can write

K(z, w) =
d∑
i=1

g0
i (w)K(i)

w (z), w ∈ ∆(0; r).

The function Ki is holomorphic in the first variable and antiholomorphic in the second by con-

struction. For the proof of part (i), we need to show that K(i)
w ∈ M where w ∈ ∆(0; r). Or,

equivalently, we have to show that
∑∞

n=0 |h
(n)
i (w)|

2
< ∞ for each w ∈ ∆(0; r). First, using the

estimate on h
(n)
i , we have

|h(n)
i (w)| ≤ ‖ h(n)

i ‖∆̄(0;r) ≤ C‖ en ‖∆̄(0;r).

We prove below the inequality
∑∞

n=0 ‖ en ‖
2
∆̄(0;r) <∞, completing the proof of part (i). We prove,

more generally, that for f ∈M,

‖ f ‖∆̄(0;r) ≤ C
′‖ f ‖2,∆̄(0;r), (2.1.3)

where ‖ . ‖2 denotes the L2 norm with respect to the volume measure on ∆̄(0; r). It is evident

from the proof that the constant C ′ may be chosen to be independent of the functions f . We will

give two proofs, of which the second one, although long, has the advantage of being elementary.

First Proof. Any function f holomorphic on Ω belongs to the Bergman space L2
a(∆(0; r+ ε))

as long as ∆(0; r+ ε) ⊆ Ω. We can surely pick ε > 0 small enough to ensure ∆(0; r+ ε) ⊆ Ω. Let

B be the Bergman kernel of the Bergman space L2
a(∆(0; r + ε)). Thus we have

| f(w) | = | 〈f,B(·, w)〉 | ≤ ‖ f ‖2,∆(0;r+ε)B(w,w)
1
2 , w ∈ ∆(0; r + ε).

Since the function B(w,w) is bounded on compact subsets of ∆(0; r + ε), it follows that C ′2 :=

sup{B(w,w) : w ∈ ∆̄(0; r)} is finite. We therefore see that

‖ f ‖∆̄(0;r) = sup{| f(w) |: w ∈ ∆̄(0; r)} ≤ C ′‖ f ‖2,∆(0;r+ε).

Since ε > 0 can be chosen arbitrarily close to 0, we infer the inequality (2.1.3).

Second Proof. Let us take w ∈ ∆(0; r). Let δj = rj− | wj |. Consider the neighborhood ∆(w; ε)

of polyradius ε = (ε1, ..., εm), εj > 0, 1 ≤ j ≤ m, around w such that ∆(w; ε) ⊂ ∆(0; r). Now by

repeated application of Cauchy’s integral formula for holomorphic functions of one variable, we

have

f(w) = (2πi)−m
∫
∂∆(w1;ε1)

dz1

(z1 − w1)

∫
∂∆(w2;ε2)

dz2

(z2 − w2)
· · ·
∫
∂∆(wn;εn)

dzn
(zm − wm)

f(zm)

= (2π)−m
∫ 2π

0

∫ 2π

0
· · ·
∫ 2π

0
f(w1 + ε1e

iθ1 , ..., wm + εme
iθm)dθ1dθ2...dθm

where zj = wj + εje
iθj which implies dzj = iεje

iθjdθj for 1 ≤ j ≤ m. Let us denote (w1 +

ε1e
iθ1 , ..., wm + εme

iθm) by w + εeiθ. For a fixed point w, the integrand in the integral below is
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continuous on the compact domain of integration. Hence the iterated integral can be replaced by

the single multiple integral∫ δm

0
· · ·
∫ δ1

0
εm...ε1f(w)dε1...dεm

= (2π)−m
∫ δn

0
· · ·
∫ δ1

0
εm...ε1{

∫ 2π

0
· · ·
∫ 2π

0
f(w + εeiθ)dθ1dθ2...dθm}dε1...dεm

= (2π)−m
∫ δm

0
· · ·
∫ δ1

0

∫ 2π

0
· · ·
∫ 2π

0
εm...ε1f(w + εeiθ)dθ1dθ2...dθmdε1...dεm.

Now
∫ δm

0
· · ·
∫ δ1

0
εm...ε1f(w)dε1...dεm =

∏m
j=1 δj

2

2m
f(w) and by Cauchy-Schwartz inequality, we

have ∏m
j=1 δj

2

2m
| f(w) |

≤ (2π)−m
∫ δm

0
· · ·
∫ δ1

0

∫ 2π

0
· · ·
∫ 2π

0

√
εm...ε1f(w + εeiθ)

√
εm...ε1dθ1dθ2...dθmdε1...dεm

≤ (2π)−m{
∫ δm

0
· · ·
∫ δ1

0

∫ 2π

0
· · ·
∫ 2π

0
εm...ε1| f(w + εeiθ) |2dθ1dθ2...dθmdε1...dεm}

1
2 ×

{
∫ δm

0
· · ·
∫ δ1

0

∫ 2π

0
· · ·
∫ 2π

0
εm...ε1dθ1dθ2...dθmdε1...dεm}

1
2

≤ (2π)−m{
∫

∆̄(w;ε)
| f(z) |2dz1 ∧ dz̄1 ∧ ... ∧ dzm ∧ dz̄m}

1
2 {
∏m
j=1 δj

2

2m
.(2π)m}

1
2

≤
∏m
j=1 δj

(4π)
m
2

{
∫

∆̄(w;ε)
| f(z) |2dz1 ∧ dz̄1 ∧ ... ∧ dzm ∧ dz̄m}

1
2 .

Now as ∆(w; ε) ⊂ ∆(0; r), we have

| f(w) | ≤ 1
{(
∏m
j=1 δj

2)π}
m
2

{
∫

∆̄(w;ε)
| f(z) |2dz1 ∧ dz̄1 ∧ ... ∧ dzm ∧ dz̄m}

1
2

≤ 1
{(
∏m
j=1 δj

2)π}
m
2

{
∫

∆̄(0;r)
| f(z) |2dz1 ∧ dz̄1 ∧ ... ∧ dzm ∧ dz̄m}

1
2 .

The last inequality then implies that ‖ f ‖∆̄(0;r) ≤ C‖ f ‖2,∆̄(0;r), where C = 1

{(
∏m
j=1 δj

2)π}
m
2

.

The inequality (2.1.3) implies, in particular, that
∞∑
n=0

‖ en ‖2∆̄(0;r) ≤ C
′
∞∑
n=0

∫
∆̄(0;r)

| en(z) |2dz1 ∧ dz̄1 ∧ · · · ∧ dzm ∧ dz̄m.

Since Kz =
∑∞

n=0 en(z)en, the function G(z) :=
∑∞

n=0 |en(z)|2 is finite for each z ∈ Ω. The

sequence of positive continuous functions Gk(z) :=
∑k

n=0 |en(z)|2 converges uniformly to G on

∆̄(0; r). To see this, we note that

‖ Gk −G ‖2∆̄(0;r) ≤ C ′
2
∫

∆̄(0;r)
|Gk(z)−G(z)|2dz1 ∧ dz̄1 ∧ · · · ∧ dzm ∧ dz̄m

≤ C ′
2
∫

∆̄(0;r)
{
∞∑

n=k+1

| en(z) |2}2dz1 ∧ dz̄1 ∧ · · · ∧ dzm ∧ dz̄m,
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which tends to 0 as k → ∞. So, by monotone convergence theorem, we can interchange the

integral and the infinite sum to conclude

∞∑
n=0

‖ en ‖2∆̄(0;r) ≤ C
∫

∆̄(0;r)

∞∑
n=0

| en(z) |2dz1 ∧ dz̄1 ∧ · · · ∧ dzm ∧ dz̄m <∞

as G is a continuous function on ∆̄(0; r). This shows that

∞∑
n=0

| h(n)
i (w) |

2
≤ K

∞∑
n=0

‖ en ‖2∆̄(0;r) <∞.

Hence K(i)
w ∈M, 1 ≤ i ≤ d.

To prove the statement in (ii), at 0, we have to show that whenever there exist complex

numbers α1, . . . , αd such that
∑d

i=1 αiKi(z, 0) = 0, then αi = 0 for all i. We assume, on the

contrary, that there exists some i ∈ 1, . . . , d such that αi 6= 0. Without loss of generality, we

assume α1 6= 0, then K1(z, 0) =
∑d

i=2 βiKi(z, 0) where βi = αi
α1
, 2 ≤ i ≤ d. This shows that

K1(z, w)−
∑d

i=2 βiKi(z, w) has a zero at w = 0. From [27, Theorem 7.2.9], it follows that

K1(z, w)−
d∑
i=2

βiKi(z, w) =
m∑
j=1

w̄jGj(z, w)

for some function Gj : Ω × ∆(0; r) → C, 1 ≤ j ≤ m, which is holomorphic in the first and

antiholomorphic in the second variable. So, we can write

K(z, w) =
d∑
i=1

ḡ0
i (w)Ki(z, w) = ḡ0

1(w)K1(z, w) +
d∑
i=2

ḡ0
i (w)Ki(z, w)

= ḡ0
1(w){

d∑
i=2

βiKi(z, w) +
m∑
j=1

w̄jGj(z, w)}+
d∑
i=2

ḡ0
i (w)Ki(z, w)

=
d∑
i=2

(ḡ0
i (w) + βiḡ

0
1(w))Ki(z, w) +

m∑
j=1

w̄j ḡ
0
1(w)Gj(z, w).

For f ∈M and w ∈ ∆(0; r), we have

f(w) = 〈f,K(·, w)〉 =
d∑
i=2

(g0
i (w) + β̄ig

0
1(w))〈f,Ki(z, w)〉+ g0

1(w)〈f,
m∑
j=1

w̄jGj(z, w)〉.

We note that 〈f,
∑m

j=1 w̄jGj(z, w)〉 is a holomorphic function in w which vanishes at w = 0 It

then follows that 〈f,
∑m

j=1 w̄jGj(z, w)〉 =
∑m

j=1wjG̃j(w) for some holomorphic functions G̃j , 1 ≤
j ≤ m on ∆(0; r). Therefore, we have

f(w) =
d∑
i=2

(g0
i (w) + β̄ig

0
1(w))〈f,Ki(z, w)〉+

m∑
j=1

wjg
0
1(w)G̃j(w).
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Since the sheaf SM
∣∣
∆(0;r)

is generated by the Hilbert module M, it follows that the set {g0
2 +

β̄2g
0
1, . . . , g

0
d + β̄dg

0
1, z1g

0
1, . . . , zmg

0
1} also generates SM

∣∣
∆(0;r)

. In particular, they generate the

stalk at 0. To arrive at a contradiction, it is enough to show that g0
1 can not be written in

combination of the new set of generators. If possible, suppose

g0
1(z) =

d∑
i=2

ai(z){g0
i (z) + β̄ig

0
1(z)}+

m∑
j=1

bj(z)zjg0
1(z), (2.1.4)

where ai, bj are holomorphic functions on some small enough neighborhood of 0, say U , for

2 ≤ i ≤ d, 1 ≤ j ≤ m. First we suppose that ai(0) = 0 for all i, 2 ≤ i ≤ d. Now, rewrite the

equation (2.1.4) as follows

{1−
d∑
i=2

β̄iai(z)−
m∑
j=1

bj(z)zj}g0
1(z) =

d∑
i=2

ai(z)g0
i (z). (2.1.5)

Let c(z) = 1 −
∑d

i=2 β̄iai(z) −
∑m

j=1 bj(z)zj . Since c(0) = 1, the germ of c at 0 is a unit in O0.

Then considering the the equation (2.1.5) at the level of germs, we have g0
1 =

∑d
i=2(c−1

0 ai0)g0
i ,

which contradicts the minimality of the generators of the stalk at 0. Hence there exist some

k, 2 ≤ k ≤ d, such that ak(0) 6= 0. So ak0 is a unit in O0. Thus at the level of germs, equation

(2.1.5) is of the form

gk0 = a−1
k0 {c0g10 −

d∑
i=2,i 6=k

ai0gi0},

which is again a contradiction to the minimality of the generators of the stalk at 0. This contra-

diction is consequence of the assumption that αi 6= 0 for some i, 1 ≤ i ≤ m. Therefore αi = 0 for

all i and so {Ki(z, 0)}di=1 are linearly independent.

We point out that this constitute a proof of Nakayama’s Lemma (cf.[29, Page - 57]). Clearly

we obtain the same result as a consequence of Nakayama’s Lemma: Suppose A ⊂ SM0 is generated

by germs of the functions g0
2 + β̄2g

0
1, . . . , g

0
d + β̄dg

0
1. Let m(O0) denotes the the only maximal ideal

of the local ring O0, consisting of the germs of functions vanishing at 0. Then it follows that

m(O0){SM0 /A} = SM0 /A.

Using Nakayama’s lemma (cf. [29, p.57]), we see that SM0 /A = 0, that is, SM0 = A. This

contradicts the minimality of the generators of the stalk at 0 completing the proof of first half of

(ii).

To prove the slightly stronger statement, namely, the independence of the vectors K(i)
w , 1 ≤

i ≤ d in a small neighborhood of 0, consider the Grammian
((
〈K(i)

w ,K
(j)
w 〉
))d
i,j=1

. The determinant

of this Grammian is nonzero at 0. Therefore it remains non-zero in a suitably small neighborhood

of 0 since it is a real analytic function on Ω0. Consequently, the vectors K(i)
w , i = 1, . . . , d are

linearly independent for all w in this neighborhood.
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To prove the statement in (iii), that is, to prove that K(i)
0 are uniquely determined by the

generators g0
i , 1 ≤ i ≤ d. We will let g0

i denote the germ of g0
i at 0 as well. Let K(z, w) =∑d

i=1 g
0
i (w)K̃(i)

w be another decomposition. Let K̃(i)
w =

∑∞
n=0 h̃

n
i (w)en for some holomorphic

functions on some small enough neighborhood of 0. Thus we have

∞∑
n=0

d∑
i=1

g0
i (w){hni (w)− h̃ni (w)}en = 0.

Hence, for each n
d∑
i=1

g0
i (z){hni (z)− h̃ni (z)} = 0.

Fix n and let αi(z) = hni (z) − h̃ni (z). In this notation,
∑d

i=1 g
0
i (z)αi(z) = 0. Now we claim that

αi(0) = 0 for all i ∈ {1, . . . , d}. If not, we may assume α1(0) 6= 0. Then the germ of α1 at 0 is a

unit in O0. Hence we can write, in O0,

g0
1 = −(

d∑
i=2

g0
i αi0)α10

−1,

where αi0 denotes the germs of the analytic functions αi at 0, 1 ≤ i ≤ d. This is a contradiction, as

g0
1, . . . , g

0
d is a minimal set of generators of the stalk SM0 by hypothesis. As a result, hni (0) = h̃ni (0)

for all i ∈ {1, . . . , d} and n ∈ N ∪ {0}. This completes the proof of (iii).

To prove the statement in (iv), let {g0
1, . . . , g

0
d} and {g̃0

1, . . . , g̃
0
d} be two sets of generators for

SM0 both of which are minimal. Let K(i) and K̃(i), 1 ≤ i ≤ d, be the corresponding vectors that

appear in the decomposition of the reproducing kernel K as in (i). It is enough to show that

spanC{Ki(z, 0) : 1 ≤ i ≤ d} = spanC{K̃i(z, 0) : 1 ≤ i ≤ d}.

There exists holomorphic functions φij , 1 ≤ i, j ≤ d, in a small enough neighborhood of 0 such

that g̃0
i =

∑d
j=1 φijg

0
j . It now follows that

K(z, w) =
d∑
i=1

¯̃g0
i (w)K̃i(z, w) =

d∑
i=1

(
d∑
j=1

φ̄ij(w)ḡ0
j (w))K̃i(z, w)

=
d∑
j=1

ḡ0
j (w)(

d∑
i=1

φ̄ij(w)K̃i(z, w))

for w possibly from an even smaller neighborhood of 0. But K(z, w) =
∑d

j=1 ḡ
0
j (w)Kj(z, w) and

uniqueness at the point 0 implies that

Kj(z, 0) =
d∑
i=1

φ̄ij(0)K̃i(z, 0)

for 1 ≤ j ≤ d. So, we have spanC{Ki(z, 0) : 1 ≤ i ≤ d} ⊆ spanC{K̃i(z, 0) : 1 ≤ i ≤ d}. Writing g0
j

in terms of g̃0
i , we get the other inclusion.
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Finally, to prove the statement in (v), let us apply Mj
∗ to both sides of the decomposition of

the reproducing kernel K given in part (i) to obtain w̄jK(z, w) =
∑d

i=1 ḡ
0
i (w)Mj

∗Ki(z, w). Substi-

tuting K from the first equation, we get
∑d

i=1 ḡ
0
i (w)(Mj−wj)∗Ki(z, w) = 0. Let Fij(z, w) = (Mj−

wj)∗Ki(z, w). For a fixed but arbitrary z0 ∈ Ω, consider the equation
∑d

i=1 ḡ
0
i (w)Fij(z0, w) = 0.

Suppose there exists k, 1 ≤ k ≤ d such that Fkj(z0, 0) 6= 0. Then

g0
k = {Fkj(z0, ·)0}

−1
d∑

i=1,i 6=k
g0
i Fij(z0, ·)0.

This is a contradiction. Therefore Fij(z0, 0) = 0, 1 ≤ i ≤ d, and for all z0 ∈ Ω. SoMj
∗Ki(z, 0) = 0,

1 ≤ i ≤ d, 1 ≤ j ≤ m. This completes the proof of the theorem.

Remark 2.4. Let I be an ideal in the polynomial ring C[z]. Suppose M ⊃ I and that I is

dense in M. Let {pi ∈ C[z] : 1 ≤ i ≤ t} be a minimal set of generators for the ideal I. Let V (I)

be the zero variety of the ideal I. If w /∈ V (I), then SMw = Ow. Although p1, . . . , pt generate

the stalk at every point, they are not necessarily a minimal set of generators. For example, let

I =< z1(1 + z1), z1(1 − z2), z2
2 >⊂ C[z1, z2]. The polynomials z1(1 + z1), z1(1 − z2), z2

2 form a

minimal set of generators for the ideal I. Since 1 + z1 and 1− z2 are units in 2O0, it follows that

the functions z1 and z2
2 form a minimal set of generators for the stalk SM0 .

For simplicity, we have stated the decomposition theorem for Hilbert modules which consists

of holomorphic functions taking values in C. However, all the tools that we use for the proof work

equally well in the case of vector valued holomorphic functions. Consequently, it is not hard to

see that the theorem remains valid in this more general set-up.

2.2 The joint kernel at w0 and the stalk SMw0

Let g0
1, . . . , g

0
d be a minimal set of generators for the stalk SMw0

as before. For f ∈ SMw0
, we can

find holomorphic functions fi, 1 ≤ i ≤ d on some small open neighborhood U of w0 such that

f =
∑d

i=1 g
0
i fi on U . We write

f =
d∑
i=1

g0
i fi =

d∑
i=1

g0
i {fi − fi(w0)}+

d∑
i=1

g0
i fi(w0).

on U . Let m(Ow0) be the maximal ideal (consisting of the germs of holomorphic functions van-

ishing at the point w0) in the local ring Ow0 and m(Ow0)SMw0
= mw0SMw0

. Thus the linear span of

the equivalence classes [g0
1], . . . , [g0

d] is the quotient module SMw0
/mw0SMw0

. Therefore we have

dim SMw0
/mw0SMw0

≤ d.

It turns out that the elements [g0
1], . . . , [g0

d] in the quotient module are linearly independent.

Then dim SMw0
/mw0SMw0

= d. To prove the linear independence, let us consider the equation
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∑d
i=1 αi[g

0
i ] = 0 for some complex numbers αi, 1 ≤ i ≤ d, or equivalently,

∑d
i=1 αig

0
i ∈ m(Ow)SMw .

Thus there exists holomorphic functions fi, 1 ≤ i ≤ d, on a small enough neighborhood of w0

and vanishing at w0 such that
∑d

i=1(αi − fi)gi = 0. Now suppose αk 6= 0 for some k, 1 ≤ k ≤ d.

Then we can write g0
k = −

∑
i 6=k(αk − fk)−1

0 (αi − fi)0g
0
i which is a contradiction. From the

decomposition theorem 2.3, it follows that

dim kerD(M−w)∗ ≥ ]{minimal generators for SMw0
} = dimSMw0

/mw0SMw0
. (2.2.1)

We will impose natural conditions on the Hilbert module M which is always assumed to be

in the class B1(Ω) so as to ensure equality in (2.2.1). One such condition is that the module M
is finitely generated. Let V (M) := {w ∈ Ω : f(w) = 0, for all f ∈ M} . Then for w0 6∈ V (M),

the number of minimal generators for the stalk at w0 is one, in fact, SMw0
= mOw0 . Also for

w0 6∈ V (M), dim kerD(M−w0)∗ = 1, following the proof of Lemma 1.11. Therefore, outside the

zero set, we have equality in (2.2.1). For a large class of Hilbert modules, we will show, even on

the zero set, that the reverse inequality is valid. For instance, for Hilbert modules of rank 1 over

C[z], we have equality everywhere. This is easy to see from [15, page - 89]:

1 ≥ dimM⊗C[z] Cw0 = dim kerD(M−w)∗ ≥ dimSMw0
/mw0SMw0

≥ 1.

Let H be a Hilbert module in B1(Ω) that possesses a reproducing kernel which is non-

degenerate on Ω. Let M is a submodule of H. Then the module map

O⊗̂O(Cm)M−→ SM

induced from (2.1.1) is surjective. This naturally defines a map

M/mw0M∼= Ow0/mw0Ow0 ⊗M −→ SMw0
/mw0SMw0

for w ∈ Ω. To understand the more general case, consider the map iw : M −→ Mw defined

by f 7→ fw, where fw is the germ of the function f at w. Clearly, this map is a vector space

isomorphism onto its image. The linear space M(w) :=
∑m

j=1(zj −wj)M = mwM is closed since

M is assumed to be in B1(Ω). Then the map f 7→ fw restricted toM(w) is a linear isomorphism

from M(w) to (M(w))w. Consider

M iw−→ SMw
π−→ SMw /m(Ow)SMw ,

where π is the quotient map. Now we have a map ψ :Mw/(M(w))w −→ SMw /{m(Ow)SMw } which

is well defined because (M(w))w ⊆ Mw ∩ m(Ow)SMw . Whenever ψ can be shown to be one-one,

equality in (0.0.1) is forced. To see this, note that M	M(w) ∼=M/M(w) and

kerD(M−w)∗ = ∩mj=1{ran(Mj − wj)}⊥ =M	
m∑
j=1

(zj − wj)M =M	M(w).
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Hence

d ≤ dim kerD(M−w)∗ = dimM/M(w) ≤ dimSMw /m(Ow)SMw = d. (2.2.2)

Suppose ψ(f) = 0 for some f ∈M. Then fw ∈ m(Ow)SMw and consequently, f =
∑m

i=1(zi−wi)fi
for holomorphic functions fi, 1 ≤ i ≤ m, on some small open set U . The main question is if the

functions fi, 1 ≤ i ≤ m, can be chosen from the Hilbert module M. We isolate below, a class of

Hilbert modules for which this question has an affirmative answer.

Let H be a Hilbert module over the polynomial ring C[z] in the class B1(Ω). Pick, for each

w ∈ Ω, a C - linear subspace Vw of the polynomial ring C[z] with the property that it is invariant

under the action of the partial differential operators { ∂
∂z1

, ..., ∂
∂zm
} (see [7]). Set

M(w) = {f ∈ H : q(D)f |w = 0 for all q ∈ Vw}.

For f ∈M(w) and q ∈ Vw,

q(D)(zjf)|w = wjq(D)f |w +
∂q

∂zj
(D)f |w = 0.

Now, the assumption on Vw ensure that M(w) is a module. We consider below, the class of

(non-trivial) Hilbert modules which are of the form M :=
⋂
w∈ΩM(w). It is easy to see that

w /∈ V (M) if and only if Vw = {0} if and only if M(w) = H.

Therefore, M =
⋂
w∈V (M)M(w). These modules are called AF- cosubmodule(see [7, page - 38]).

Let

Vw(M) := {q ∈ C[z] : q(D)f
∣∣
w

= 0 for all f ∈M}.

We note that Vw(M) = Vw. Fix a point in V (M), say w0. Consider

Ṽw0(M) = {q ∈ C[z] :
∂q

∂zi
∈ Vw0(M), 1 ≤ i ≤ m}.

For w ∈ V (M), let

Vw0
w (M) =

Vw(M) if w 6= w0

Ṽw0(M) if w = w0.

Now, define Mw0(w) to be the submodule (of H) corresponding to the family of the C-linear

subspaces Vw0
w (M) and let Mw0 =

⋂
w∈V (M)Mw0(w). So we have Vw(Mw0) = Vw0

w (M). For

f ∈ M(w0), we have f =
∑m

j=1(zj − w0j)fj , for some choice of f1, . . . , fm ∈ M. Now for any

q ∈ C[z], following [7], we have

q(D)f =
m∑
i=1

q(D){(zj − w0j)fj} =
m∑
i=1

{(zj − w0j)q(D)fj +
∂q

∂zj
(D)fj}. (2.2.3)
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For w ∈ V (M) and f ∈M(w0), it follows from the definitions that

q(D)f
∣∣
w

=


∑m

i=1{(wj − w0j)q(D)fj |w + ∂q
∂zj

(D)fj |w} = 0 q ∈ Vw0
w , w 6= w0∑m

i=1{
∂q
∂zj

(D)fj |w0} = 0 q ∈ Vw0
w0
, w = w0.

Thus f ∈ M(w0) implies that f ∈ Mw0(w) for each w ∈ V (M). Hence M(w0) ⊆ Mw0 . Now we

describe the Gleason property for M at a point w0.

Definition 2.5. We say that an AF- cosubmodule M has the Gleason property at a point

w0 ∈ V (M) if Mw0 =M(w0).

Analogous to the definition of Vw0(M) for a Hilbert module M, we define the space

Vw0(SMw0
) = {q ∈ C[z] : q(D)f

∣∣
w0

= 0, fw0 ∈ SMw0
}.

It will be useful to record the relation between Vw0(M) and Vw0(SMw0
) in a separate lemma.

Lemma 2.6. For any Hilbert module in B1(Ω) and w0 ∈ Ω, we have Vw0(M) = Vw0(SMw0
).

Proof. We note that the inclusion Vw0(SMw0
) ⊆ Vw0(M) follows from Mw0 ⊆ SMw0

. To prove the

reverse inclusion, we need to show that q(D)h|w0 = 0 for h ∈ SMw0
, for all q ∈ Vw0(M). Since

h ∈ SMw0
, we can find functions f1, . . . , fn ∈ M and g1, . . . , gn ∈ Ow0 such that h =

∑n
i=1 figi

in some small open neighborhood of w0. Therefore, it is enough to show that q(D)(fg)|w0 = 0

for f ∈ M, g holomorphic in a neighborhood, say Uw0 of w0, and q ∈ Vw0(M). We can choose

Uw0 to be a small enough polydisc such that g =
∑

α aα(z − w0)α, z ∈ Uw0 . We then see that

q(D)(fg) =
∑

α aαq(D){(z − w0)αf} for z ∈ Uw0 . Clearly, (z − w0)αf belongs to M whenever

f ∈ M. Hence q(D){(z − w0)αf}|w0 = 0 and we have q(D)(fg)|w0 = 0 completing the proof of

Vw0(M) ⊆ Vw0(SMw0
)..

We will show that we have equality in (2.2.1) for all Hilbert modules with the Gleason property.

Proposition 2.7. Any AF-cosubmodule M has Gleason’s property at w0 if and only if

dimM/mw0M = dimSMw0
/mw0SMw0

.

Proof. We first show that ker(π ◦ iw0) =Mw0 . Showing ker(π ◦ iw0) ⊆ Mw0 is same as showing

Mw0 ∩mw0SMw0
⊆ (Mw0)w0 . We claim that

Vw0(mw0SMw0
) = Vw0

w0
(M). (2.2.4)

If f ∈ mw0SMw0
, then there exists fj ∈ SMw0

such that f =
∑m

i=1(zj−w0j)fj . From equation (2.2.3),

we have

q ∈ Vw0(mw0SMw0
) if and only if

∂q

∂zj
∈ Vw0(SMw0

) = Vw0(M)
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for all j, 1 ≤ j ≤ m. Now, from Lemma 2.6, we see that ∂q
∂zj
∈ Vw0(M) 1 ≤ j ≤ m, if and only if

q ∈ Vw0
w0

(M), which proves our claim. So for f ∈ M, if fw0 ∈ mw0SMw0
, then f ∈ Mw0(w) for all

w ∈ V (M). Hence f ∈Mw0 and as a result, we have Mw0 ∩mw0SMw0
⊆ (Mw0)w0 .

Now let f ∈Mw0 . From (2.2.4) it follows that

f ∈ {g ∈ Ow0 : q(D)g
∣∣
w0

= 0 for all q ∈ Vw0(mw0SMw0
)}.

Then from [7, Prposotion 2.3.1] we have f ∈ mw0SMw0
. Therefore f ∈ ker(π◦iw0) and ker(π◦iw0) =

Mw0 .

Next we show that the map π ◦ iw0 is onto. Let
∑n

i=1 figi ∈ SMw0
, where fi ∈ M and

gi’s are holomorphic function in some neighborhood of w0, 1 ≤ i ≤ n. We need to show that

there exist f ∈ M such that the class [f ] is equal to [
∑n

i=1 figi] in SMw0
/mw0SMw0

. Let us take

f =
∑n

i=1 figi(w0). Then

n∑
i=1

figi − f =
n∑
i=1

fi{gi − gi(w0)} ∈ mw0SMw0
.

This completes the proof of surjectivity.

Suppose Gleason property holds for M at w0. Since M(w0) ⊆ ker(π ◦ iw0), and we have just

shown that ker(π ◦ iw0) = Mw0 , it follows from the Gleason property at w0 that we have the

equality ker(π ◦ iw0) =M(w0). We recall then that the map ψ :M/M(w0) −→ SMw0
/{mw0SMw0

} is

one to one. The equality in (2.2.1) is established using the equation (2.2.2).

Now suppose equality holds in (0.0.1). From the above, it is clear thatM/Mw0 is isomorphic

to SMw0
/mw0SMw0

. Thus

dimM/Mw0 = dimM/M(w0).

But asM(w0) ⊆Mw0 , we haveM(w0) =Mw0 and hence Gleason property holds forM at w0.

A class of examples of Hilbert spaces satisfying Gleason property can be found in [19]. It was

shown in [19] that Gleason property holds for analytic Hilbert modules. However it is not entirely

clear if it continues to hold for submodules of analytic Hilbert modules. We will identify here, a

class of submodules for which we have equality in (2.2.1). Let M be a submodule of an analytic

Hilbert module over C[z]. Assume thatM is a closure of an ideal I ⊆ C[z]. From [7, 17], we note

that

dim kerD(M−w)∗ = dim I/mw0I.

Therefore from (2.2.1) we have

dim I/mw0I ≥ dimSMw0
/mw0SMw0

.

So we need to prove the reverse inequality. Fix a point w0 ∈ Ω. Consider the map

I
iw0−→ SMw0

π−→ SMw0
/mw0SMw0

.



2. The sheaf model 36

We will show that ker(π ◦ iw0) = mw0I. Let V (I) denote the zero set of the ideal I and Vw(I)

be its characteristic space at w. We begin by proving that the characteristic space of the ideal

coincides with that of corresponding Hilbert module.

Lemma 2.8. Assume that M = [I]. Then Vw0(I) = Vw0(M) for w0 ∈ Ω.

Proof. Clearly Vw0(I) ⊇ Vw0(M), so we prove Vw0(I) ⊆ Vw0(M). For q ∈ Vw0(I) and f ∈ M,

we show that q(D)f |w0 = 0. Now, for each f ∈ M, there exists a sequence of polynomial pn ∈ I
such that pn → f in the Hilbert space norm. For w ∈ Ω and a compact neighborhood C of w,

from equation (1.1.5) we have

|q(D)pn(w)− q(D)f(w)| = |〈pn − f, q(D̄)K(·, w)〉| ≤‖ pn − f ‖M‖ q(D̄)K(·, w) ‖M
≤ ‖ pn − f ‖M sup

w∈C
‖ q(D̄)K(·, w) ‖M .

So, in particular, q(D)pn
∣∣
w0
−→ q(D)f

∣∣
w0

as n −→ ∞. Since q(D)pn
∣∣
w0

= 0 for all n, it follows

that q(D)f
∣∣
w0

= 0. Hence q ∈ Vw0(M) and we are done.

Now let J = mw0I. Recall (cf. [17, Proposition 2.3]) that V (J )\V (I) := {w ∈ Cm : Vw(I) (
Vw(J )} = {w0}. Here we will explicitly write down the characteristic space. Let

Ṽw0(I) = {q ∈ C[z] :
∂q

∂zi
∈ Vw0(I), 1 ≤ i ≤ m}

and

Vw0
w (I) =

{
Vw(I), w 6= w0;

Ṽw0(I), w = w0.

Lemma 2.9. For w ∈ Cm, Vw(J ) = Vw0
w (I).

Proof. Since J ⊂ I, we have Vw(I) ⊆ Vw(J ) for all w ∈ Cm. Now let w 6= w0. For f ∈ I and

q ∈ Vw(J ), we show that q(D)f
∣∣
w

= 0 which implies q must be in Vw(I).

Note that for any k ∈ N and j ∈ {1, . . . ,m}, q(D){(zj − w0j)kf}
∣∣
w

= 0 as (zj − w0j)kf ∈ J .

This implies
∑k

l=0(wj − w0j)l
(
k
l

)∂k−lq
∂zk−lj

(D)f
∣∣
w

= 0. Hence we have

(wj − w0j)kq(D)f
∣∣
w

= (−1)k
∂kq

∂zkj
(D)f

∣∣
w

for all k ∈ N and j ∈ {1, . . . ,m}.

So, if w 6= w0, then there exists i ∈ {1, . . . ,m} such that wi 6= w0i. Therefore, by choosing

k large enough with respect to the degree of q, we can ensure (wi − w0i)kq(D)f
∣∣
w

= 0. Thus

q(D)f
∣∣
w

= 0. For w = w0, we have q ∈ Vw0(J ) if and only if q(D){(zj − w0j)f}
∣∣
w0

= 0 for all

f ∈ I and j ∈ {1, . . . ,m} if and only if ∂q
∂zj

(D)f
∣∣
w0

= 0 for all f ∈ I and j ∈ {1, . . . ,m} if and

only if q ∈ Vw0(J ) if and only if ∂q
∂zj
∈ Vw0(I) for all j ∈ {1, . . . ,m} if and only if q ∈ Ṽw0(I).

This completes the proof of the lemma.
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We have shown that Vw0(I) = Vw0(M) = Vw0(SMw0
). The next Lemma provides a relationship

between the characteristic space of J at the point w0 and the sheaf SMw0
.

Lemma 2.10. Vw0(J ) = Vw0(m(Ow0)SMw0
).

Proof. We have Vw0(m(Ow0)SMw0
) ⊆ Vw0(J ). From the previous Lemma, it follows that if q ∈

Vw0(J ), then q ∈ Ṽw0(I), that is, ∂q
∂zj
∈ Vw0(I) = Vw0(SMw0

) for all j ∈ {1, . . . ,m}. From (2.2.4),

it follows that q ∈ Vw0(m(Ow0)SMw0
).

Now, we have all the ingredients to prove that we must have equality in (2.2.1) for submodules

of analytic Hilbert modules which are obtained as closure of some polynomial ideal.

Proposition 2.11. Let M = [I] be a submodule of an analytic Hilbert module over C[z] on a

bounded domain Ω, where I is a polynomial ideal, each of whose algebraic component intersects

Ω. Then

dimM/mw0M = dimSMw0
/mw0SMw0

.

Proof. Let p ∈ I such that π ◦ iw0(p) = 0, that is, pw0 ∈ m(Ow0)SMw0
. The preceding Lemma

implies q(D)p
∣∣
w0

= 0 for all q ∈ Vw0(J ). So p ∈ J ew0
(see the definition of envelope of an ideal

in the equation 1.4.1). Since each of the algebraic component of J (see section 1.4) intersects Ω ,

therefore, from Theorem 1.13, we have p ∈
⋂
w∈Ω J ew = J . Thus ker(π ◦ iw0) = J = mw0I. Then

the map π ◦ iw0 : dim I/mw0I → dimSMw0
/mw0SMw0

is one-one and we have

dim I/mw0I ≤ dimSMw0
/mw0SMw0

.

Therefore, we have equality in (2.2.2).

The following Corollary, which is an immediate consequence of Theorem 2.7 and the Propo-

sition 2.11.

Corollary 2.12. If M is a submodule of an analytic Hilbert module of finite co-dimension with

the zero set Z(M) ⊂ Ω, then the Gleason problem is solvable for M.

Proof. From Theorem 1.15, it follows that the submodule M corresponds to an ideal such that

M = [I]. The proof is complete using Propositions 2.7 and 2.11.

Remark 2.13. In fact, this Corollary is valid for all submodules of the form [I] whenever it is

an AF- cosubmodule for some polynomial ideal I.

The following corollary to Proposition 2.11 proves the conjecture of [14, page - 262]. It was

first proved by Duan-Guo [17].
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Corollary 2.14. Suppose M is a submodule of an analytic Hilbert module given by closure of a

polynomial ideal I and w0 ∈ V (I) is a smooth point then,

dim kerD(M−w0)∗ = codimension of V(I).

Proof. From Remark 2.2, it follows that if I is generated by p1, . . . , pt, then SMw0
is generated by

p1w0 , . . . , ptw0 . In the course of the proof of the theorem 2.3 in [17], a change of variable argument

is used to show that the stalk SMw0
at w0 is isomorphic to the ideal generated by the co-ordinate

functions z1 − w01, . . . , zr − w0r, where r is the co-dimension of V (I). Therefore, the number of

minimal generators for the stalk at a smooth point is equal to r which is the codimension of V (I).

The proof is complete by Propositions 2.11.

2.3 The rigidity theorem

Let Ki be the reproducing kernel corresponding to Mi, i = 1, 2. We assume that the dimension

of the zero sets Xi = V (Mi) of the modules Mi, i = 1, 2, is less or equal to m − 2. Recall that

the stalk SMi
w is Ow for w ∈ Ω \X1, i = 1, 2. Let X = X1 ∪X2. From [6, Lemma 1.3] and [11,

Theorem 3.7], it follows that there exists a non-vanishing holomorphic function φ : Ω \ X → C
such that LK1(·, w) = φ̄(w)K2(·, w), L∗f = φf and K1(z, w) = φ(z)K2(z, w)φ̄(w). The function

ψ = 1/φ on Ω\X (induced by the inverse of L, that is, L∗) is holomorphic. Since dimX ≤ m−2,

by Hartog’s theorem (cf. [28, Page 198]) there is a unique extension of φ to Ω such that φ is non-

vanishing on Ω (ψ have an extension to Ω and φψ = 1 on the open set Ω \X). Thus X1 = X2.

For w0 ∈ X, the stalks are not just isomorphic but equal:

SM1
w0

= {
n∑
i=1

higi : gi ∈M1, hi ∈ mOw0 , 1 ≤ i ≤ n, n ∈ N}

= {
n∑
i=1

hiφfi : fi ∈M2, hi ∈ mOw0 , 1 ≤ i ≤ n, n ∈ N}

= {
n∑
i=1

h̃ifi : fi ∈M2, h̃i ∈ mOw0 , 1 ≤ i ≤ n, n ∈ N} = SM2
w0

.

The following theorem is modelled after the well known rigidity theorem which is obtained

by taking M = M̃. The proof below is different from the ones in [7] or [16]. We note that the

conditions in [16, Theorem 3.6] are same as those of the following Theorem since dimension of

the algebraic variety V (I) for some ideal I ⊂ C[z] is same as the holomorphic dimension by [29,

Theorem 5.7.1].

Theorem 2.15. Let M and M̃ be two Hilbert modules in B1(Ω) consisting of holomorphic

functions on a bounded domain Ω ⊂ Cm. Assume that the dimension of the zero set of these

modules is at most m − 2. Suppose there exists polynomial ideals I and Ĩ such that M = [I]M
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and M̃ = [Ĩ]M̃. Assume that every algebraic component of V (I) and V (Ĩ) intersects Ω. If M
and M̃ are equivalent, then I = Ĩ.

Proof. For w0 ∈ Ω, we have Vw0(I) = Vw0(SMw0
) from Lemma 2.6 and 2.8, and SMw0

= SM̃w0
.

Therefore Vw0(I) = Vw0(Ĩ). From definition of envelope 1.4, we see that Iew0
= Ĩew0

for all

w0 ∈ Ω. The proof is now complete since I = ∩w0∈ΩIew0
(see Theorem 1.13).

Example 2.16. For j = 1, 2, let Ij ⊂ C[z1, . . . , zm], m > 2, be the ideals generated by zn1 and

z
kj
1 z

n−kj
2 . Let [Ij ] be the submodule in the Hardy module H2(Dm). Now, from the Theorem

proved above, it follows that [I1] is equivalent to [I2] if and only if I1 = I2. We will see, by

using the notion of canonical generators (Proposition 4.11), that these two ideals are same only

if k1 = k2.





3. The Curto - Salinas vector bundle

In this chapter, we give a canonical decomposition for the reproducing kernel for a Hilbert module

M in B1(Ω), using [11, Theorem 2.2]. This naturally leads to the existence of a vector bundle of

rank possibly > 1. It is shown that if two Hilbert modules M and M̃ in B1(Ω) are equivalent,

then the corresponding holomorphic Hermitian vector bundles obtained from the decomposition

of the reproducing kernel are equivalent. Thus the curvature of these bundles, among others, is

an invariant for a Hilbert module M in B1(Ω). We explicitly calculate the curvature invariant

for some submodule of the weighted Bergman module.

3.1 Existence of a canonical decomposition

Let M be a Hilbert module in B1(Ω) and w0 ∈ Ω be fixed. The vectors K
(i)
w ∈ M, 1 ≤

i ≤ d, produced in part (ii) of the decomposition theorem 2.3 are independent in some small

neighborhood, say Ω0 of w0. However, while the choice of these vectors is not canonical, in

general, we provide below a recipe for finding the vectors K(i)
w , 1 ≤ i ≤ d, satisfying

K(·, w) = g0
1(w)K(1)

w + · · ·+ g0
n(w)K(d)

w , w ∈ Ω0

following [11]. We note that mwM is a closed submodule ofM. We assume that we have equality

in (0.0.1) for the moduleM at the point w0 ∈ Ω, that is, spanC{K
(i)
w0 : 1 ≤ i ≤ d} = kerD(M−w0)∗ .

Let D(M−w)∗ = VM(w)|D(M−w)∗ | be the polar decomposition of D(M−w)∗ , where |D(M−w)∗ | is
the positive square root of the operator

(
D(M−w)∗

)∗
D(M−w)∗ and VM(w) is the partial isometry

mapping
(

kerD(M−w)∗
)⊥ isometrically onto ranD(M−w)∗ . Let QM(w) be the positive operator:

QM(w)
∣∣
kerD(M−w)∗

= 0 and QM(w)
∣∣
(kerD(M−w)∗ )⊥

=
(
|D(M−w)∗ |

∣∣
(kerD(M−w)∗ )⊥

)−1
.

Let RM(w) :M⊕ · · · ⊕M→M be the operator RM(w) = QM(w)VM(w)∗. The two equations,

involving the operator D(M−w)∗ , stated below are analogous to the semi-Fredholmness property

of a single operator (cf. [8, Proposition 1.11]):

RM(w)D(M−w)∗ = I − PkerD(M−w)∗ (3.1.1)

D(M−w)∗RM(w) = PranD(M−w)∗ , (3.1.2)

where PkerD(M−w)∗ , PranD(M−w)∗ are orthogonal projection onto kerD(M−w)∗ and ranD(M−w)∗ re-

spectively. Consider the operator

P (w̄, w̄0) = I − {I −RM(w0)Dw̄−w̄0}−1RM(w0)D(M−w)∗ , w ∈ B(w0; ‖ R(w0) ‖−1),



3. The Curto - Salinas vector bundle 42

where B(w0; ‖ R(w0) ‖−1) is the ball of radius ‖ R(w0) ‖−1 around w0. Using the equations (3.1.1)

and (3.1.2) given above, we write

P (w̄, w̄0) = {I −RM(w0)Dw̄−w̄0}−1PkerD(M−w0)∗ , (3.1.3)

where Dw̄−w̄0f = ((w̄1− w̄01)f1, . . . , (w̄m− w̄0m)fm). The details can be found in [11, page - 452].

From the definition of P (w̄, w̄0), it follows that P (w̄, w̄0)PkerD(M−w)∗ = PkerD(M−w)∗ . This implies

kerD(M−w)∗ ⊂ ranP (w̄, w̄0) for w ∈ ∆(w0; ε). Consequently K(·, w) ∈ ranP (w̄, w̄0) and therefore

K(·, w) =
d∑
i=1

ai(w)P (w̄, w̄0)K(i)
w0
,

for some complex valued functions a1, . . . , ad on ∆(w0; ε). We will show that the functions ai, 1 ≤
i ≤ d, are holomorphic and their germs form a minimal set of generators for SMw0

. Now

RM(w0)Dw̄−w̄0K(·, w) = RM(w0)D(M−w0)∗K(·, w) = (I − PkerD(M−w0)∗ )K(·, w).

Hence we have,

{I −RM(w0)Dw̄−w̄0}K(·, w) = PkerD(M−w0)∗K(·, w).

Since K(·, w) ∈ ranP (w̄, w̄0), we also have

P (w̄, w̄0)−1K(·, w) = PkerD(M−w0)∗K(·, w).

Let v1, . . . , vd be the orthonormal basis for kerD(M−w0)∗ . Let g1, . . . , gd denotes the minimal set

of generators for the stalk at SMw0
. Then there exist a neighborhood U , small enough such that

vj =
∑d

i=1 gif
j
i , 1 ≤ j ≤ d, and for some holomorphic functions f ji , 1 ≤ i, j ≤ d, on U . We then

have

P (w̄, w̄0)−1K(·, w) = PkerD(M−w0)∗K(·, w) =
d∑
j=1

〈K(·, w), vj〉vj

=
d∑
j=1

〈K(·, w),
d∑
i=1

gif
j
i 〉vj =

d∑
i=1

d∑
j=1

gi(w)f ji (w)vj

=
d∑
i=1

gi(w){
d∑
j=1

f ji (w)vj}.

So K(z, w) =
∑d

i=1 gi(w){
∑d

j=1 f
j
i (w)P (w̄, w̄0)vj(z)}. Let

K̃(i)
w =

d∑
j=1

f ji (w)P (w̄, w̄0)vj .

Since the vectors K(i)
w0 , 1 ≤ i ≤ d are uniquely determined as long as g1, . . . , gd are fixed and

P (w̄0, w̄0) = PkerD(M−w0)∗ , it follows that K(i)
w0 = K̃

(i)
w0 =

∑d
j=1 f

j
i (w0)vj , 1 ≤ i ≤ d. Therefore, the
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d×d matrix (f ji (w0))di,j=1 has a non-zero determinant. As Det (f ji (w))di,j=1 is an anti-holomorphic

function, there exist a neighborhood of w0, say ∆(w0; ε), ε > 0, such that Det (f ji (w))di,j=1 6= 0

for all w ∈ ∆(w0; ε). The set of vectors {P (w̄, w̄0)vj}nj=1 is linearly independent since P (w̄, w̄0) is

injective on kerD(M−w0)∗ . Let (αij)di,j=1 = {(f ji (w0))di,j=1}−1, in consequence, vj =
∑d

l=1 αjlK
(l)
w0 .

We then have

K(·, w) =
d∑
i=1

gi(w){
d∑
j=1

f ji (w)P (w̄, w̄0)(
d∑
l=1

αjlK
(l)
w0

)}

=
d∑
l=1

{
d∑

i,j=1

gi(w)f ji (w)αjl}P (w̄, w̄0)K(l)
w0

).

Since the matrices (f ji (w))di,j=1 and (αij)di,j=1 are invertible, the functions

al(z) =
d∑

i,j=1

gi(z)f
j
i (z)αjl, 1 ≤ l ≤ d,

form a minimal set of generators for the stalk SMw0
and hence we have the canonical decomposition,

K(·, w) =
d∑
i=1

ai(w)P (w̄, w̄0)K(i)
w0
.

3.2 Construction of higher rank bundle and equivalence

Let Pw = ranP (w̄, w̄0)PkerD(M−w0)∗ for w ∈ B(w0; ‖ RM(w0) ‖−1). Since P (w̄, w̄0) restricted to

the kerD(M−w0)∗ is one-one, dimPw is constant for w ∈ B(w0; ‖ RM(w0) ‖−1). Thus to prove the

following lemma, we will show that Pw = ker P0D(M−w)∗ , where P0 is the orthogonal projection

onto ranD(M−w0)∗ .

Lemma 3.1. The dimension of ker P0D(M−w)∗ is constant in a suitably small neighborhood of

w0 ∈ Ω, say Ω0.

Proof. From [11, pp. 453], it follows that P0D(M−w)∗P (w̄, w̄0) = 0. So, Pw ⊆ ker P0D(M−w)∗ .

Using (3.1.1) and (3.1.2), we can write

P0D(M−w)∗ = D(M−w0)∗RM(w0){D(M−w0)∗ −D(w̄−w̄0)}

= D(M−w0)∗{I − PkerD(M−w0)∗ −RM(w0)D(w̄−w̄0)}

= D(M−w0)∗{I −RM(w0)D(w̄−w̄0)}.

Since {I −RM(w0)D(w̄−w̄0)} is invertible for w ∈ B(w0; ‖ RM(w0) ‖−1), we have

dimPw = dimD(M−w0)∗ ≥ dim ker P0D(M−w)∗ .

This completes the proof.
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From the construction of the operator P (w̄, w̄0), it follows that, the association w → Pw
forms a Hermitian holomorphic vector bundle of rank m over Ω∗0 = {z̄ : z ∈ Ω0} where Ω0 =

B(w0; ‖ RM(w0) ‖−1). Let P denote this Hermitian holomorphic vector bundle.

Theorem 3.2. If any two Hilbert modules M and M̃ from B1(Ω) are isomorphic via an unitary

module map, then the corresponding holomorphic Hermitian vector bundles P0 and P̃0 on Ω∗0 are

equivalent.

Proof. Since M and M̃ are equivalent Hilbert modules, there exist a unitary U : M → M̃
intertwining the adjoint of the module multiplication, that is, UMj

∗ = M̃∗j U , 1 ≤ j ≤ m. Here

M̃j denotes the multiplication by co-ordinate function zj , 1 ≤ j ≤ m on M̃. It is enough to show

that UP (w̄, w̄0) = P̃ (w̄, w̄0)U for w ∈ B(w0; ‖ RM(w0) ‖−1).

Let | DM∗ |= {
∑m

j=1MjMj
∗}

1
2 , that is, the positive square root of (DM∗)∗DM∗ . We have

m∑
j=1

MjMj
∗ = U∗(

m∑
j=1

M̃jM̃
∗
j )U = (U∗ | D

M̃∗
| U)2.

Clearly, | DM∗ |= U∗ | D
M̃∗
| U . Similar calculation gives | D(M−w0)∗ |= U∗ | D

(M̃−w0)∗
| U . Let

Pi :M⊕M· · · ⊕M( m times) −→M be the orthogonal projection on the i-th component. In

this notation, we have PjDM∗ = Mj
∗, 1 ≤ j ≤ m. Then,

P̃jD(M̃−w0)∗
= UPjD(M−w0)∗U

∗ = UPjVM(w0)U∗U | D(M−w0)∗ | U∗

= UPjVM(w0)U∗ | D
(M̃−w0)∗

| .

But P̃jD(M̃−w0)∗
= P̃jVM̃

(w0) | D
(M̃−w0)∗

|. The uniqueness of the polar decomposition implies

that P̃jVM̃
(w0) = UPjVM(w0)U∗, 1 ≤ j ≤ m. It follows that Q

M̃
(w0) = UQM(w0)U∗.

Note that Pj∗ :M−→M⊕ · · · ⊕M is given by Pj∗h = (0, . . . , h, . . . , 0), h ∈M, 1 ≤ j ≤ m.

So we have V
M̃

(w0)∗P̃ ∗j = UVM(w0)∗Pj∗U∗, 1 ≤ j ≤ m. Let D̃w̄ : M −→ M⊕ · · · ⊕M be the

operator: D̃w̄f = (w̄1f, . . . , w̄mf), f ∈ M̃. Clearly, D̃w̄ = UDw̄U
∗, that is, U∗P̃jD̃w̄ = PjDw̄U

∗,

1 ≤ j ≤ m. Finally,

R
M̃

(w0)D̃w̄−w̄0

= Q
M̃

(w0)V
M̃

(w0)∗D̃w̄−w̄0 = Q
M̃

(w0)V
M̃

(w0)∗(P̃1D̃w̄−w̄0 , . . . , P̃mD̃w̄−w̄0)

= Q
M̃

(w0)V
M̃

(w0)∗(
m∑
j=1

P̃ ∗j P̃jD̃w̄−w̄0)

= Q
M̃

(w0)UVM(w0)∗(
m∑
j=1

Pj
∗U∗P̃jD̃w̄−w̄0)

= UQM(w0)VM(w0)∗(
m∑
j=1

Pj
∗PjDw̄−w̄0U

∗) = UQM(w0)VM(w0)∗Dw̄−w̄0U
∗

= URM(w0)Dw̄−w̄0U
∗.
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Hence {R
M̃

(w0)D̃w̄−w̄0}k = U{RM(w0)Dw̄−w̄0}kU∗ for all k ∈ N. From (3.1.3), P (w̄, w̄0) =∑∞
k=0{RM(w0)Dw̄−w̄0}kPkerD(M−w0)∗ . Also as U maps kerD(M−w)∗ onto kerD

(M̃−w)∗
for each w,

we have in particular, UPkerD(M−w0)∗ = PkerD
(M̃−w0)∗

U . Therefore,

UP (w̄, w̄0)

=
∞∑
k=0

U{RM(w0)Dw̄−w̄0}kPkerD(M−w0)∗ =
∞∑
k=0

{R
M̃

(w0)D̃w̄−w̄0}kUPkerD(M−w0)∗

=
∞∑
k=0

{R
M̃

(w0)D̃w̄−w̄0}kPkerD
(M̃−w0)∗

U = P̃ (w̄, w̄0)U,

for w ∈ B(w0; ‖ RM(w0) ‖−1).

Remark 3.3. For any commuting m-tuple DT = (T1, . . . , Tm) of operator on H, the construction

given above, of the Hermitian holomorphic vector bundle, provides a unitary invariant, assum-

ing only that ranDT−w is closed for w in Ω ⊆ Cm. Consequently, the class of this Hermitian

holomorphic vector bundle is an invariant for any semi-Fredholm Hilbert module over C[z].

3.3 Examples

LetM and M̃ be two Hilbert modules in B1(Ω) and I, J be two ideals in C[z]. LetMI := [I] ⊆
M (resp. M̃J := [J ] ⊂ M̃) denote the closure of I inM (resp. closure of J in M̃). Also we let

dimV (I), dimV (J ) ≤ m− 2. The rigidity theorem of section 2.3, says that if MI and M̃J are

equivalent, then I = J . We ask if I = J , whether MI is equivalent to M̃I . Also if we assume

that M and M̃ are minimal extensions of the two modules MI and M̃I respectively and that

MI is equivalent to M̃I , then does it follow that the extensions M and M̃ are equivalent? The

answers for a class of examples is given below.

For λ, µ > 0, let H(λ,µ)(D2) be the reproducing kernel Hilbert space on the bi-disc determined

by the positive definite kernel

K(λ,µ)(z, w) =
1

(1− z1w̄1)λ(1− z2w̄2)µ
, z, w ∈ D2.

As is well-known, H(λ,µ)(D2) is in B1(D2). Let I be the maximal ideal in C[z1, z2] of polynomials

vanishing at (0, 0). Let H(λ,µ)
0 (D2) := [I]. For any other pair of positive numbers λ′, µ′, we let

H
(λ′,µ′)
0 (D2) denote the closure of I in the reproducing kernel Hilbert space H(λ′,µ′)(D2). Let

K(λ′,µ′) denote the corresponding reproducing kernel. The modules H(λ,µ)(D2) and H(λ′,µ′)(D2)

are in B1(D2 \ {(0, 0)}) but not in B1(D2). So, there is no easy computation to determine when

they are equivalent. We compute the curvature, at (0, 0), of the holomorphic Hermitian bundle

P and P̃ of rank 2 corresponding to the modules H(λ,µ)
0 (D2) and H

(λ′,µ′)
0 (D2) respectively. The

calculation of the curvature show that if these modules are equivalent then λ = λ′ and µ = µ′,

that is, the extensions H(λ,µ)(D2) and H(λ′,µ′)(D2) are then equal.
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Since H
(λ,µ)
0 (D2) := {f ∈ H(λ,µ)(D2) : f(0, 0) = 0}, the corresponding reproducing kernel

K
(λ,µ)
0 is given by the formula

K
(λ,µ)
0 (z, w) =

1
(1− z1w̄1)λ(1− z2w̄2)µ

− 1, z, w ∈ D2.

The set {zm1 zn2 : m,n ≥ 0, (m,n) 6= (0, 0)} forms an orthogonal basis for H(λ,µ)
0 (D2). Also

〈zl1zk2 ,M∗1 z
m+1
1 〉 = 〈zl+1

1 zk2 , z
m+1
1 〉 = 0, unless l = m, k = 0 and m > 0. In consequence,

〈zm1 ,M∗1 zm+1
1 〉 = 〈zm+1

1 , zm+1
1 〉 =

1
(−1)m+1

( −λ
m+1

) =
(−1)m

(−λ
m

)
(−1)m+1

( −λ
m+1

)〈zm1 , zm1 〉.
Then

〈zl1zk2 ,M∗1 zm+1
1 − m+ 1

λ+m
zm1 〉 = 0 for all l, k ≥ 0, (l, k) 6= (0, 0),

where
(−λ
m

)
= (−1)mλ(λ+1)...(λ+m−1)

m! . Now, 〈zl1zk2 ,M∗1 z1〉 = 〈zl+1
1 zk2 , z1〉 = 0, l, k ≥ 0 and (l, k) 6=

(0, 0). Therefore, we have

M∗1 z
m+1
1 =

m+1
λ+m zm1 m > 0

0 m = 0.

Similarly,

M∗2 z
n+1
2 =

 n+1
λ+n z

n
1 n > 0

0 n = 0.

We easily verify that 〈zl1zk2 ,M∗2 z
m+1
1 〉 = 〈zl1z

k+1
2 , zm+1

1 〉 = 0. Hence M∗2 z
m+1
1 = 0 = M∗1 z

n+1
2 for

m,n ≥ 0. Finally, calculations similar to the one given above, show that

M∗1 z
m+1
1 zn+1

2 =
m+ 1
λ+m

zm1 z
n+1
2 and M∗2 z

m+1
1 zn+1

2 =
n+ 1
µ+ n

zm+1
1 zn2 ,m.n ≥ 0

Therefore we have

(M1M
∗
1 +M2M

∗
2 ) :


zm+1

1 7−→ m+1
λ+mz

m+1
1 , for m > 0;

zn+1
2 7−→ n+1

µ+nz
n+1
2 , for n > 0;

zm+1
1 zn+1

2 7−→ (m+1
λ+m + n+1

µ+n)zm+1
1 zn+1

2 , for m,n ≥ 0;

z1, z2 7−→ 0.

Also, since DM∗f = (M∗1 f,M
∗
2 f), we have

DM∗ :


zm+1

1 7−→ (m+1
λ+mz

m
1 , 0), for m > 0;

zn+1
2 7−→ (0, n+1

µ+nz
n
2 ), for n > 0;

zm+1
1 zn+1

2 7−→ (m+1
λ+mz

m
1 z

n+1
2 , n+1

µ+nz
m+1
1 zn2 ), for m,n ≥ 0;

z1, z2 7−→ (0, 0).
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It is easy to calculate VM(0) and QM(0) and show that

VM(0) :



zm+1
1 7−→

√
m+1
λ+m(zm1 , 0), for m > 0;

zn+1
2 7−→

√
n+1
µ+n(0, zn2 ), for n > 0;

zm+1
1 zn+1

2 7−→ 1√
m+1
λ+m

+ n+1
µ+n

(m+1
λ+mz

m
1 z

n+1
2 , n+1

µ+nz
m+1
1 zn2 ), for m,n ≥ 0;

z1, z2 7−→ (0, 0),

while

QM(0) :



zm+1
1 7−→ 1√

m+1
λ+m

zm+1
1 , for m > 0;

zn+1
2 7−→ 1√

n+1
µ+n

zn+1
2 , for n > 0;

zm+1
1 zn+1

2 7−→ 1√
m+1
λ+m

+ n+1
µ+n

zm+1
1 zn+1

2 , for m,n ≥ 0;

z1, z2 7−→ 0.

Now for w ∈ ∆(0, ε)∗,

P (w̄, 0) = (I −RM(0)Dw̄)−1PkerDM∗ =
∞∑
n=0

(RM(0)Dw̄)nPkerDM∗ ,

where RM(0) = QM(0)VM(0)∗. The vectors z1 and z2 forms a basis for kerDM∗ and therefore

define a holomorphic frame:
(
P (w̄, 0)z1, P (w̄, 0)z2

)
. Recall that P (w̄, 0)z1 =

∑∞
n=0(RM(0)Dw̄)nz1

and P (w̄, 0)z2 =
∑∞

n=0(RM(0)Dw̄)nz2. To describe these explicitly, we calculate (RM(0)Dw̄)z1

and (RM(0)Dw̄)z2:

(RM(0)Dw̄)z1 = RM(0)(w̄1, z1, w̄2z2)

= w̄1RM(0)(z1, 0) + w̄2RM(0)(0, z2)

= w̄1QM(0)VM(0)∗(z1, 0) + w̄2QM(0)VM(0)∗(0, z2).

We see that

VM(0)∗(z1, 0) =
∑

l,k≥0, (l,k)6=(0,0)

〈VM(0)∗(z1, 0),
zl1z

k
2

‖ zl1zk2 ‖
〉 zl1z

k
2

‖ zl1zk2 ‖
.

Therefore,

〈VM(0)∗(z1, 0), zl1z
k
2 〉 = 〈(z1, 0), VM(0)(zl1z

k
2 )〉, l, k ≥ 0, (l, k) 6= (0, 0).

From the explicit form of VM(0), it is clear that the inner product given above is 0 unless l =

2, k = 0. For l = 2, k = 0, we have

〈(z1, 0), VM(0)z2
1〉 =

√
2

λ+ 1
‖ z1 ‖2=

√
2

λ+ 1
1
λ
.

Hence

VM(0)∗(z1, 0) =

√
2

λ+ 1
1
λ

z2
1

‖ z2
1 ‖2

=

√
2

λ+ 1
1
λ

λ(λ+ 1)
2

z2
1 =

√
λ+ 1

2
z2

1 .
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Again, to calculate VM(0)∗(0, z1), we note that 〈VM(0)∗(0, z1), zl1z
k
2 〉 is 0 unless l = 1, m = 1. For

l = 1, m = 1, we have

〈VM(0)∗(0, z1), z1z2〉 = 〈(0, z1), VM(0)z1z2〉

= 〈 1√
1
λ + 1

µ

(
1
λ
z2,

1
µ
z1), (0, z1)〉

=
1√

1
λ + 1

µ

1
µ
‖ z1 ‖2=

1√
1
λ + 1

µ

1
λµ
.

Thus

VM(0)∗(0, z1) = 〈VM(0)∗(0, z1), z1z2〉
z1z2

‖ z1z2 ‖2
=

1√
1
λ + 1

µ

z1z2.

Since

QM(0)z2
1 =

√
λ+ 1

2
z2

1 ,

QM(0)z1z2 =
1√

1
λ + 1

µ

z1z2,

QM(0)z2
2 =

√
µ+ 1

2
z2

2 ,

it follows that

RM(0)Dw̄z1 = w̄1
λ+ 1

2
z2

1 + w̄2
λµ

λ+ µ
z1z2.

Similarly, we obtain the formula

RM(0)Dw̄z2 = w̄1
λµ

λ+ µ
z1z2 + w̄2

µ+ 1
2

z2
2 .

We claim that

〈(RM(0)Dw̄)mzi, (RM(0)Dw̄)nzj〉 = 0 for all m 6= n and i, j = 1, 2. (3.3.1)

This makes the calculation of

h(w,w) =
((
〈P (w̄, 0)zi, P (w̄, 0)zj〉

))
1≤i,j≤2

, w ∈ U ⊂ D2,

which is the Hermitian metric for the vector bundle P, on some small open set U ⊆ D2 around

(0, 0), corresponding to the module H(λ,µ)
0 (D2), somewhat easier.

We will prove the claim by showing that (RM(0)Dw̄)nzi consists of terms of degree n+ 1. For

this, it is enough to calculate VM(0)∗(zl1z
k
2 , 0) and VM(0)∗(0, zl1z

k
2 ) for different l, k ≥ 0 such that

(l, k) 6= (0, 0). Calculations similar to that of VM(0)∗ show that

VM(0)∗(zm1 , 0) =

√
λ+m

m+ 1
zm+1

1 , VM(0)∗(0, zn2 ) =
√
µ+ n

n+ 1
zn+1

2 and,

VM(0)∗(zm1 z
n+1
2 , 0) = VM(0)∗(0, zm+1

1 zn2 ) =
1√

m+1
µ+n + n+1

µ+n

zm+1
1 zn+1

2 .
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Recall that (RM(0)Dw̄)zi is of degree 2. From the equations given above, inductively, we see that

(RM(0)Dw̄)nzi is of degree n + 1. Since monomials are orthogonal in H(λ,µ)(D2), the proof of

claim (3.3.1) is complete. We then have

P (w̄, 0)z1 = z1 + w̄1
λ+ 1

2
z2

1 + w̄2
λµ

λ+ µ
z1z2 +

∞∑
n=2

(RM(0)Dw̄)nz1 and

P (w̄, 0)z2 = z2 + w̄1
λµ

λ+ µ
z1z2 + w̄2

µ+ 1
2

z2
2 +

∞∑
n=2

(RM(0)Dw̄)nz2.

Putting all of this together, we see that

h(w,w) =

(
λ 0

0 µ

)
+
∑

aIJw
Iw̄J ,

where the sum is over all multi-indices I, J satisfying |I|, |J | > 0 and wI = wi11 w
i2
2 , w̄J = w̄j11 w̄

j2
2 .

The metric h is (almost) normalized at (0, 0), that is, h(w, 0) =
(
λ 0
0 µ

)
. The metric h0 obtained by

conjugating the metric h by the invertible (constant) linear transformation
(√

λ 0
0
√
µ

)
induces an

equivalence of holomorphic Hermitian bundles. The vector bundle P equipped with the Hermitian

metric h0 has the additional property that the metric is normalized: h0(w, 0) = I. The coefficient

of dwi ∧ dw̄j , i, j = 1, 2, in the curvature of the holomorphic Hermitian bundle P at (0, 0) is then

the Taylor coefficient of wi w̄j in the expansion of h0 around (0, 0) (cf. [30, Lemma 2.3]).

Thus the normalized metric h0(w,w), which is real analytic, is of the form

h0(w,w) =

(
λ〈P (w̄, 0)z1, P (w̄, 0)z1〉

√
λµ〈P (w̄, 0)z1, P (w̄, 0)z2〉√

λµ〈P (w̄, 0)z2, P (w̄, 0)z1〉 µ〈P (w̄, 0)z2, P (w̄, 0)z2〉

)

= I +

 λ+1
2 |w1|2 + λ2µ

(λ+µ)2 |w2|2 1√
λµ

( λµ
λ+µ

)2
w1w̄2

1√
λµ

( λµ
λ+µ

)2
w2w̄1

λµ2

(λ+µ)2 |w1|2 + µ+1
2 |w2|2

+O(|w|3),

where O(|w|3)i,j is of degree ≥ 3. Explicitly, it is of the form

∞∑
n=2

〈(RM(0)Dw̄)nzi, (RM(0)Dw̄)nzj〉.

The curvature at (0, 0), as pointed out earlier, is given by ∂̄∂h0(0, 0). Consequently, if H(λ,µ)
0 (D2)

and H
(λ′,µ′)
0 (D2) are equivalent, then the corresponding holomorphic Hermitian vector bundles

P and P̃ of rank 2 must be equivalent. Hence their curvatures, in particular, at (0, 0), must be

unitarily equivalent. The curvature for P at (0, 0) is given by the 2× 2 matrices(
λ+1

2 0

0 λµ2

(λ+µ)2

)
,

(
0 1√

λµ

( λµ
λ+µ

)2
0 0

)
,

(
0 0

1√
λµ

( λµ
λ+µ

)2 0

)
,

(
λ2µ

(λ+µ)2 0

0 µ+1
2

)
.
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The curvature for P̃ has a similar form with λ′ and µ′ in place of λ and µ respectively. All of them

are to be simultaneously equivalent by some unitary map. The only unitary that intertwines the

2× 2 matrices (
0 1√

λµ

( λµ
λ+µ

)2
0 0

)
and

(
0 1√

λ′µ′

( λ′µ′

λ′+µ′

)2
0 0

)
is aI with |a| = 1. Since this fixes the unitary intertwiner, we see that the 2× 2 matrices(

λ+1
2 0

0 λµ2

(λ+µ)2

)
and

(
λ′+1

2 0

0 λ′µ′2

(λ′+µ′)2

)

must be equal. Hence we have λ+1
2 = λ+1

2 , that is λ = λ′. Consequently, λµ2

(λ+µ)2 = λ′µ′2

(λ′+µ′)2 gives
µ2

(λ+µ)2 = µ′2

(λ+µ′)2 and then (µ − µ′){λ2(µ + µ′) + 2λµµ′} = 0. We then have µ = µ′. Therefore,

H
(λ,µ)
0 (D2) and H

(λ′,µ′)
0 (D2) are equivalent if and only if λ = λ′ and µ = µ′.
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To compute the curvature invariant for Hilbert modules in B1(Ω), the explicit description of a

basis for the joint kernel is essential. In fact, it will be desirable to obtain such description in

terms of derivatives of the reproducing kernel. Let us go back to the example of H2
0 (D2). Let K0

be the reproducing kernel for H2
0 (D2). For H in B1(Ω), pick any g ∈ H and p ∈ C[z]. Then

〈g,M∗p ∂̄iK(·, w)〉 = 〈pg, ∂̄iK(·, w)〉 = ∂i(pg)(w) = ∂ip(w)g(w) + p(w)∂ig(w)

= ∂ip(w)〈g,K(·, w)〉+ p(w)〈g, ∂̄iK(·, w)〉

= 〈g, ¯∂ip(w)K(·, w) + p(w)∂̄iK(·, w)〉

which implies that

M∗p ∂̄iK(·, w) = ¯∂ip(w)K(·, w) + p(w)∂̄iK(·, w), 1 ≤ i ≤ m,

So we have M∗p ∂̄iK0(·, w)|0 = p(0)∂̄iK0(·, w)|0. In particular M∗j ∂̄iK0(·, w)|0 = 0, 1 ≤ i, j ≤ 2. In

other words, ∂̄iK0(·, w)|0 is in kerDM∗ , i = 1, 2. Next we check that these vectors are independent.

Since

〈f, a1∂̄1K0(·, w) + a2∂̄1K0(·, w)〉 = a1∂1f(w) + ā2∂2f(w), f ∈ H2
0 (D2),

assuming a1∂̄1K0(·, w)|0 + a2∂̄1K0(·, w)|0 = 0 will force ā1∂1f(0) + ā2∂2f(0) = 0. Choosing

f(z) = z1, we conclude that a1 = 0. Similarly by choosing f(z) = z2, a2 = 0. Hence we have

proved that ∂̄1K0(·, w)|0, ∂̄2K0(·, w)|0 are independent. Let γw ∈ ∩2
j=1 kerM∗j ⊆ H2

0 (D2), and let

γw(z) =
∑

(k,l)6=(0,0)

aklz
k
1z

l
2, z = (z1, z2) ∈ D2.

Now M∗1 z
k
1z

l
2 = zl−1

1 zl2, and M∗2 z
k
1z

l
2 = zk1z

l−1
2 for k, l ≥ 1, which shows that zk1z

l
2 can not be

in kerDM∗ for k, l ≥ 1. So γw(z) = a10z1 + a01z2. We note that ∂̄1K0(z, w)|0 = z1, and

∂̄2K0(z, w)|0 = z2 (In fact, {∂̄k1 ∂̄l2K0(·, w)|0}k,l≥0,(k,l)6=(0,0) generates H2
0 (D2).) Thus we have

γw(z) = a10∂̄1K0(z, w)|w=0 + a01∂̄2K0(z, w)|w=0 and hence {∂̄1K0(·, w), ∂̄1K0(·, w)} is a basis of

kerDM∗ . Only the last argument is specific to the module H2
0 (D2). In general, using Lemma 5.11

in [15], or using Theorem 2.3 along with Remark 2.2, we arrive at the same conclusion. Thus we

have the following lemma.

Lemma 4.1. Let H be an analytic Hilbert module over Ω ⊆ Cm, and H(n)
0 be a submodule of

H formed by the closure of polynomial ideal I in H where I =< zα1
1 ...zαmm : αi ∈ N ∪ {0}, |α| =∑m

i=1 αi = n >. We note that V (I) = {(0, 0)}. Let K(n)
0 be the reproducing kernel corresponding

to H(n)
0 . Then,
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(1) H(n)
0 = {f ∈ H : ∂αf(0, 0) = 0, for αi ∈ N ∪ {0}, |α| ≤ n− 1}

(2) kerD(M|
H(n)

0

−w)∗ =

{
span{K(n)

0 (·,w)}, for w 6= (0, 0);

span{∂̄αK(n)
0 (·,w)|w=0 : αi ∈ N ∪ {0}, |α| = n}, for w = (0, 0).

The Lemma given above, describes the joint kernel for a particular class of submodules of

analytic Hilbert module. However it is not clear that such explicit calculation are possible for

modules which are closures of arbitrary polynomial ideal. In this chapter, we have addressed this

issue at length.

Construction of the Fock inner product. The Fock inner product of a pair of polynomials p and q

is defined by the rule:

〈p, q〉0 = q∗( ∂
∂z1

, . . . , ∂
∂zm

) p|0, q∗(z) = q(z̄).

The map 〈 , 〉0 : C[z] × C[z] −→ C is linear in first variable and conjugate linear in the second

and for p =
∑

α aαz
α, q =

∑
α bαz

α in C[z], we have

〈p, q〉0 =
∑
α

α!aαb̄α

since zα(D)zβ|z=0 = α! if α = β and 0 otherwise. Also, 〈p, p〉0 =
∑

α α!|aα|2 ≥ 0 and equals 0

only when aα = 0 for all α. The completion of the polynomial ring with this inner product is the

well known Fock space L2
a(Cm, dµ), that is, the space of all µ-square integrable entire functions

on Cm, where

dµ(z) = π−me−|z|
2
dν(z)

is the Gaussian measure on Cm (dν is the usual Lebesgue measure).

The characteristic space (see section 1.4) of an ideal I in C[z] at the point w is the vector

space

Vw(I) = {q ∈ C[z] : q(D)p|w = 0, p ∈ I} = {q ∈ C[z] : 〈p, q∗〉w = 0, p ∈ I}.

The envelope of the ideal I at the point w is defined to be the ideal

Iew = {p ∈ C[z] : q(D)p|w = 0, q ∈ Vw(I)}

= {p ∈ C[z] : 〈p, q∗〉w = 0, q ∈ Vw(I)}.

It is known [7, Theorem 2.1.1, page 13] that I = ∩w∈V (I)Iew. The proof makes essential use of the

well known Krull’s intersection theorem. In particular, if V (I) = {w}, then Iew = I. It is easy to

verify this special case using the Fock inner product. We provide the details below after setting

w = 0, without loss of generality.

Let m0 be the maximal ideal in C[z] at 0. By Hilbert’s Nullstellensatz, there exists a positive

integer N such that mN
0 ⊆ I. We identify C[z]/mN

0 with spanC{zα : |α| < N} which is the same
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as (mN
0 )⊥ in the Fock inner product. Let IN be the vector space I ∩spanC{zα : |α| < N}. Clearly

I is the vector space (orthogonal) direct sum IN ⊕mN
0 . Let

Ṽ = {q ∈ C[z] : deg q < N and 〈p, q〉0 = 0, p ∈ IN} =
(
mN

0

)⊥ 	 IN .
Evidently, V0(I) = Ṽ ∗, where Ṽ ∗ = {q ∈ V : q∗ ∈ Ṽ }. It is therefore clear that the definition of

Ṽ is independent of N , that is, if mN1 ⊂ I for some N1, then (mN1
0 )⊥	IN1 = (mN

0 )⊥	IN . Thus

Ie0 = {p ∈ C[z] : deg p < N and 〈p, q∗〉0 = 0, q ∈ V0(I)} ⊕mN
0

=
(
(mN

0 )⊥ 	 Ṽ
)
⊕mN

0

= IN ⊕mN
0

showing that Ie0 = I.

Let M be a submodule of an analytic Hilbert module H on Ω such that M = [I], closure of

the ideal I in H. It is known that V0(I) = V0(M) (cf. [6, 16]). Since

M⊆Me
0 := {f ∈ H : q(D)f |0 = 0 for all q ∈ V0(M)},

it follows that

dimH/Me
0 ≤ dimH/M = dim C[z]/I ≤ dim C[z]/mN

0

≤
N−1∑
k=0

(
k +m− 1
m− 1

)
< +∞.

Therefore, from [16], we have Me
0 ∩ C[z] = Ie0 and M∩ C[z] = I, and hence

Me
0 = [Ie0 ] = [I] =M. (4.0.1)

4.1 Modules of the form [I]

Assumption: Let I ⊆ C[z] be an ideal. We assume that the moduleM in B1(Ω) is the completion

of I with respect to some inner product. For notational convenience, in the following discussion,

we let K be the reproducing kernel of M = [I], instead of K[I].

To describe the joint kernel kerD(M−w)∗ using the characteristic space Vw(I), it will be useful

to recall the auxiliary space

Ṽw(I) = {q ∈ C[z] :
∂q

∂zi
∈ Vw(I), 1 ≤ i ≤ m}.

From [6, Lemma 3.4], it follows that V (mwI) \ V (I) = {w} and Vw(mwI) = Ṽw(I). Therefore,

dim kerD(M−w)∗ = dimM/mwM = dim I/mwI (4.1.1)

=
∑

λ∈V (mwI)\V (I)

dim Vλ(mwI)/Vλ(I)

= dim Ṽw(I)/Vw(I).
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For the second and the third equalities, see [7, Theorem 2.2.5 and 2.1.7]. Since Ṽw(I) is a

subspace of the inner product space C[z], we will often identify the quotient space Ṽw(I)/Vw(I)

with the subspace of Ṽw(I) which is the orthogonal complement of Vw(I) in Ṽw(I). Equation

(4.1.1) motivates following lemma describing the basis of the joint kernel of the adjoint of the

multiplication operator at a point in Ω. This answers the question (1) of the introduction.

Lemma 4.2. Fix w0 ∈ Ω and polynomials q1, . . . , qt. Let I be a polynomial ideal and K be the

reproducing kernel corresponding the Hilbert module [I], which is assumed to be in B1(Ω). Then

the vectors

q∗1(D̄)K(·, w)|w=w0 , . . . , q
∗
t (D̄)K(·, w)|w=w0

form a basis of the joint kernel at w0 of the adjoint of the multiplication operator if and only if

the classes [q1], . . . , [qt] form a basis of Ṽw0(I)/Vw0(I).

Proof. Without loss of generality we assume 0 ∈ Ω and w0 = 0.

Claim 1: For any q ∈ C[z], the vector q∗(D̄)K(·, w)|w=0 6= 0 if and only if q /∈ V0(I).

Using the reproducing property f(w) = 〈f,K(·, w)〉 of the kernel K, it is easy to see (cf. [11])

that

∂αf(w) = 〈f, ∂̄αK(·, w)〉, for α ∈ Z+
m, w ∈ Ω, f ∈M.

and thus

∂αf(w)|w=0 = 〈f, ∂̄αK(·, w)〉|w=0 = 〈f, ∂̄α{
∑
β

∂βK(z, 0)
β!

w̄β}〉|w=0

= 〈f, {
∑
β≥α

∂βK(z, 0)α!
β!

w̄β−α}〉|w=0 = {
∑
β≥α
〈f, ∂

βK(z, 0)α!
β!

〉w̄β−α}|w=0

= 〈f, ∂̄αK(·, w)|w=0〉.

So for f ∈M and a polynomial q =
∑
aαz

α, we have

〈f, q∗(D̄)K(·, w)|w=0〉 = 〈q,
∑
α

āα∂̄
αK(·, w)〉|w=0 =

∑
α

aα〈f, ∂̄αK(·, w)〉|w=0 (4.1.2)

= {
∑
α

aα∂
α〈f,K(·, w)〉}|w=0 = q(D)f |w=0.

This proves the claim.

Claim 2: For any q ∈ C[z], the vector q∗(D̄)K(·, w)|w=0 ∈ kerDM∗ if and only if q ∈ Ṽ0(I).

For any f ∈M, we have

〈f,M∗j q∗(D̄)K(·, w)|w=0〉 = 〈Mjf, q
∗(D̄)K(·, w)|w=0〉 = q(D)(zjf)|w=0

= {zjq(D)f +
∂q

∂zj
(D)f}|w=0 =

∂q

∂zj
(D)f |w=0

verifying the claim.
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As a consequence of claims 1 and 2, we see that q∗(D̄)K(·, w)|w=0 is a non-zero vector in the

joint kernel if and only if the class [q] in Ṽ0(I)/V0(I) is non-zero.

Pick polynomials q1, . . . , qt. From the equation (4.1.1) and claim 2, it is enough to show that

q∗1(D̄)K(·, w)|w=0, . . . , q
∗
t (D̄)K(·, w)|w=0 are linearly independent if and only if [q1], . . . , [qt] are

linearly independent in Ṽ0(I)/V0(I). But from claim 1 and equation (4.1.2), it follows that

t∑
i=1

ᾱiq
∗
i (D̄)K(·, w)|w=0 = 0 if and only if

t∑
i=1

αi[qi] = 0 in Ṽ0(I)/V0(I)

for scalars αi ∈ C, 1 ≤ i ≤ t. This completes the proof.

Remark 4.3. The ‘if’ part of the theorem can also be obtained from the decomposition theorem

2.3. For module M in the class B1(Ω), let SM be the subsheaf of the sheaf of holomorphic

functions OΩ whose stalk SMw at w ∈ Ω is{
(f1)wOw + · · ·+ (fn)wOw : f1, . . . , fn ∈M

}
,

and the characteristic space at w ∈ Ω is the vector space

Vw(SMw ) = {q ∈ C[z] : q(D)f
∣∣
w

= 0, fw ∈ SMw }.

Since

dimSM0 /m0SM0 = dim kerDM∗ = dim Ṽ0(I)/V0(I) = t,

there exists a minimal set of generators g1, · · · , gt of SM0 and a r > 0 such that

K(·, w) =
t∑
i=1

gj(w)K(j)(·, w) for all w ∈ ∆(0; r)

for some choice of anti-holomorphic functions K(1), . . . ,K(t) : ∆(0; r) → M. Now for each

w ∈ ∆(0; r) and j, 1 ≤ j ≤ t, we can write

K(j)(·, w) =
∑
α

1
α!
∂αK(j)(·, w)

∂w̄α
∣∣
w=0

w̄α.

Therefore for w ∈ ∆(0; r),

K(·, w) =
t∑
i=1

gj(w)
(∑

α

1
α!
∂αK(j)(·, w)

∂w̄α
∣∣
w=0

w̄α
)

=
t∑

j=1

∑
α

1
α!
∂αK(j)(·, w)

∂w̄α
∣∣
w=0

(w̄αgj(w)),

and thus

q∗(D̄)K(·, w) =
t∑

j=1

∑
α

1
α!
∂αK(j)(·, w)

∂w̄α
∣∣
w=0

q∗(D̄)(w̄αgj(w)),
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for any q ∈ C[z]. We can interchange the sum as the convergence is uniform and absolute on

compact subsets of ∆(0; r). Now for zα = zα1
1 · · · zαmm

q(D)(zαg) =
∑
k≤α

(
α

k

)
zα−k

∂kq

∂zk
(D)(g) (4.1.3)

where
(
α
k

)
=
∏m
i=1

(
αi
ki

)
for the multi indices α = (α1, . . . , αm), k = (k1, . . . , km). The order k ≤ α

if and only if ki ≤ αi for all i, 1 ≤ i ≤ m. This shows that at z = 0, the only term that

survives is when ki = αi for all i, 1 ≤ i ≤ m, that is, q(D)(zαg)|0 = ∂αq
∂zα (D)(g). We note that

V0(m0SM0 ) = Ṽ0(I) (Lemma 2.10). Therefore for qi ∈ Ṽ0(I), gj ∈ SM0 , 1 ≤ i, j ≤ t and |α| > 0,

we have q(D)(zαg)|0 = 0, since for |α| > 0, ∂
αq
∂zα ∈ V0(I) = V0(SM0 ). Thus for 1 ≤ i, j ≤ t,

q∗i (D̄)K(·, w)|w=0 =
t∑

j=1

{K(j)(·, w)|w=0}{q∗i (D̄)gj(w)|w=0}.

From part (ii) of Theorem 2.3, we note that {K(j)(·, w)|w=0}tj=1 is a linearly independent set of

vectors. Also q∗i (D̄) gj(w)|w=0 = qi(D)gj | 0. Therefore to prove the set of vectors

{q∗i (D̄)K(·, w)|w=w0 : 1 ≤ i ≤ t}

is linearly independent, it is enough to prove that the matrix A = (aij)ti,j=1 is non-singular, where

aij = qi(D)gj |0, 1 ≤ i, j ≤ t. Now the matrix above is singular if and only if there exists scalars

αi, 1 ≤ i ≤ t, not all zero, such that
∑t

i=1 αiaij = 0 for all j, 1 ≤ j ≤ t. This shows that

(
t∑
i=1

αiqi)(D)gj |0 = 0 for all j, 1 ≤ j ≤ t.

Since qi ∈ Ṽ0(I) and g1, . . . , gt are generators for SM0 , it follows that
∑t

i=1 αiqi ∈ V0(SM0 ) =

V0(I). Thus [
∑t

i=1 αiqi] =
∑t

i=1 αi[qi] = 0. Since [q1], . . . , [qt] form a basis of the quotient space

Ṽ0(I)/V0(I), it follows that αi = 0 for all i, 1 ≤ i ≤ t. This shows that the matrix A is invertible.

Therefore q∗1(D̄)K(·, w)|w=0, . . . , q
∗
t (D̄)K(·, w)|w=0 are linearly independent. The proof is then

complete by equation (4.1.1).

Remark 4.4. We give details of the case where the ideal I is singly generated, namely I =< p >.

From [14], it follows that the reproducing kernelK admits a global factorization, that is, K(z, w) =

p(z)χ(z, w)p̄(w) for z, w ∈ Ω where χ(w,w) 6= 0 for all w ∈ Ω. So we get K1(·, w) = p(·)χ(·, w) for

all w ∈ Ω. The proposition above gives a way to write down this section in term of reproducing

kernel. Let 0 ∈ V (I). Let q0 be the lowest degree term in p. We claim that [q∗0] gives a non-trivial

class in Ṽ0(I)/V0(I). This is because all partial derivatives of q∗0 have degree less than that of q∗0
and hence from (4.1.3)

q∗0(D)(zαg)|0 =
∂αq∗0
∂zα

(D)(p)
∣∣
0

= 0 for all multi-indices α such that |α| > 0
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and thus ∂q∗0
∂zi
∈ V0(I) for all i, 1 ≤ i ≤ m, that is, q∗0 ∈ Ṽ0(I). Also as the lowest degree of p− q0

is strictly greater than that of q0,

q∗0(D)p|0 = q∗0(D)(p− q0 + q0)|0 = q∗0(D)q0|0 =‖ q0 ‖20> 0

This shows that q∗0 /∈ V0(I) and hence gives a non-trivial class in Ṽ0(I)/V0(I). Therefore from

the proof of Lemma 4.2, we have

q0(D̄)K(·, w)|w=0 = K1(·, w)|w=0q0(D̄)p(w)|0 =‖ q∗0 ‖20 K1(·, w)|w=0.

Let qw0 denotes the lowest degree term in z −w0 in the expression of p around w0. Then we can

write

K1(·, w)|w=w0 =


K(·,w)|w=w0

p(w0) if w0 /∈ V (I) ∩ Ω
qw0 (D̄)K(·,w)|w=w0

‖q∗w0
‖2w0

if w0 ∈ V (I) ∩ Ω.
(4.1.4)

For a fixed set of polynomials q1, . . . , qt, the next lemma provides a sufficient condition for the

classes [q∗1], . . . , [q∗t ] to be linearly independent in Ṽw0(I)/Vw0(I). The ideas involved in the two

easy but different proofs given below will be used repeatedly in the sequel.

Lemma 4.5. Let q1, . . . , qt are linearly independent polynomials in the polynomial ideal I such

that q∗1, . . . , q
∗
t ∈ Ṽw0(I). Then [q∗1], . . . , [q∗t ] are linearly independent in Ṽw0(I)/Vw0(I).

First Proof. Suppose
∑t

i=1 αi[q
∗
i ] = 0 in Ṽw0(I)/Vw0(I) for some αi ∈ C, 1 ≤ i ≤ t. Thus∑t

i=1 αiq
∗
i = q for some q ∈ Vw0(I). Taking the inner product of

∑t
i=1 αiq

∗
i with qj for a fixed j,

we get
t∑
i=1

αi〈qj , qi〉w0 =
( t∑
i=1

αiq
∗
i

)
(D)qj |w0 = q(D)qj |w0 = 0.

The Grammian
(
(〈qj , qi〉w0)

)t
i,j=1

of the linearly independent polynomials q1, . . . , qt is non-singular.

Thus αi = 0, 1 ≤ i ≤ t, completing the proof.

Second Proof. If [q∗1], . . . , [q∗t ] are not linearly independent, then we may assume without loss

of generality that [q∗1] =
∑t

i=2 αi[q
∗
i ] for α1, . . . , αt ∈ C. Therefore [q∗1 −

∑t
i=2 αip

∗
i ] = 0 in the

quotient space Ṽw0(I)/Vw0(I), that is, q∗1 −
∑t

i=2 αiq
∗
i ∈ Vw0(I). So, we have

(q∗1 −
t∑
i=2

αiq
∗
i )(D)q|w0 = 0 for all q ∈ I.

Taking q = q1 −
∑t

i=2 ᾱiqi we have ‖ q1 −
∑t

i=2 ᾱiqi ‖2w0
= 0. Hence q1 =

∑t
i=2 ᾱiqi which is a

contradiction.

Suppose are p1, ..., pt are a minimal set of generators for I. Let M be the completion of I
with respect to some inner product induced by a positive definite kernel. We recall from [15]
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that rankC[z]M ≤ t. Let w0 be a fixed but arbitrary point in Ω. We ask if there exist a choice

of generators q1, ..., qt such that q∗1(D̄)K(·, w)0, . . . , q
∗
t (D̄)K(·, w)0 forms a basis for kerD(M−w0)∗ .

We isolates some instances where the answer is affirmative. However, this is not always possible

(see remark 4.16). From [15, Lemma 5.11, Page-89], we have

dim kerDM∗ = dimM/m0M = dimM⊗C[z] C0 ≤ rankC[z]M.dimC0 ≤ t,

where m0 denotes the maximal ideal of C[z] at 0. So we have dim kerDM∗ ≤ t. From Remark 2.2,

it follows that the germs p10, . . . , pt0 forms a set of generators, not necessarily minimal, for SM0 .

However minimality can be assured under some additional hypothesis. For example, let I be the

ideal generated by the polynomials z1(1 + z1), z1(1− z2), z2
2 . This is minimal set of generators for

the ideal I, hence for M, but not for SM0 . Since {z1, z2} is a minimal set of generators for SM0 ,

it follows that {z1(1 + z1), z1(1− z2), z2
2} is not minimal for SM0 . This was pointed out by R. G.

Douglas.

Lemma 4.6. Let p1, . . . , pt be homogeneous polynomials, not necessarily of the same degree. Let

I ⊂ C[z] be an ideal for which p1, . . . , pt is a minimal set of generators. Let M be a submodule of

an analytic Hilbert module over C[z] such that M = [I]. Then the germs p10, . . . , pt0 at 0 forms

a minimal set of generators for SM0 .

Proof. For 1 ≤ i ≤ t, let deg pi = αi. Without loss of generality we assume that αi ≤ αi+1, 1 ≤
i ≤ t − 1. Suppose the germs p10, . . . , pt0 are not minimal, that is, there exist k(1 ≤ k ≤ t),

pk =
∑t

i=1,i 6=k φipi for some choice of holomorphic functions φi, 1 ≤ i ≤ t, i 6= k defined on a

suitable small neighborhood of 0. Thus we have

pk =
∑

i:αi≤αk

φαk−αii pi,

where φαk−αii is the Taylor polynomial containing of φi of degree αk−αi. Therefore p1, . . . , pt can

not be a minimal set of generators for the ideal I. This contradiction completes the proof.

Consider the ideal I generated by the polynomials z1 + z2 + z2
1 , z

3
2 − z2

1 . We will see later

that the joint kernel at 0, in this case is spanned by the independent vectors p(D̄)K(·, w)|w=0,

q(D̄)K(·, w)|w=0, where p = z1 +z2 and q = (z1−z2)2. Therefore any vectors in the joint kernel is

of the form (αp+βq)(D̄)K(·, w)|w=0 for some α, β ∈ C. It then follows that αp+βq and α′p+β′q

can not be a set of generators of I for any choice of α, β, α′, β′ ∈ C. However in certain cases, this

is possible. We describe below the case where {p1(D̄)K(·, w)|w=0, ..., pt(D̄)K(·, w)|w=0} forms a

basis for kerDM∗ for an obvious choice of generating set in I.

Lemma 4.7. Let p1, . . . , pt be homogeneous polynomials of same degree. Suppose that {p1, . . . , pt}
is a minimal set of generators for the ideal I ⊂ C[z]. Then the set

{p1(D̄)K(·, w)|w=0, ..., pt(D̄)K(·, w)|w=0}
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forms a basis for kerDM∗.

Proof. For 1 ≤ i ≤ t, let deg pi = k. It is enough to show, using Lemma 4.2, 4.5 and 4.6, that

the polynomials p∗1, . . . , p
∗
t are in Ṽ0(I). Since ∂p∗i

∂zj
is of degree at most k − 1 for each i and

j, 1 ≤ i ≤ t, 1 ≤ j ≤ m, and the the term of lowest degree in each polynomial in the ideal p ∈ I
will be at least of degree k, it follows that ∂p∗i

∂zj
(D)p|0 = 0, p ∈ I, 1 ≤ i ≤ t, 1 ≤ j ≤ m. This

completes the proof.

Remark 4.8. Lemma 4.1 follows from the Proposition above.

We now go further and show that a similar description of the joint kernel is possible even if

the restrictive assumption of “same degree” is removed. We begin with the simple case of two

generators.

Proposition 4.9. Suppose {p1, p2} is a minimal set of generators for the ideal I. and are

homogeneous with deg p1 6= deg p2. Let K be the reproducing kernel corresponding the Hilbert

module [I], which is assumed to be in B1(Ω). Then there exist polynomials q1, q2 which generate

the ideal I and

{q1(D̄)K(·, w)|w=0, q2(D̄)K(·, w)|w=0}

is a basis for kerDM∗.

Proof. Let deg p1 = k and deg p2 = k + n for some n ≥ 1. The set {p1, p2 + (
∑
|i|=n γiz

i)p1} is

a minimal set of generators for I, γi ∈ C where i = (i1, . . . , im) and |i| = i1 + . . . + im. We will

take q1 = p1 and find constants γi in C such that

q2 = p2 + (
∑
|i|=n

γiz
i)p1.

We have to show (Lemma 4.2) that {[q∗1], [q∗2]} is a basis in Ṽ0(I)/V0(I). From the equation (4.1.1)

and Lemma 4.5, it is enough to show that q∗2 is a in Ṽ0(I). To ensure that ∂q∗2
∂zk
∈ V0(I), 1 ≤ k ≤ m,

we need to check:
∂|α|q∗2
∂zα

(D)pi|w=0 = 〈pi,
∂|α|q2

∂zα
〉|0 = 0,

for all multi-index α = (α1, . . . , αm) with 1 ≤ |α| ≤ n and i = 1, 2. For |α| > n, these conditions

are evident. Since the degree of the polynomial q2 is k+n, we have 〈p2,
∂|α|q2
∂zα 〉0 = 0, 1 ≤ |α| ≤ n.

If n > 1, then 〈p1,
∂|α|q2
∂zα 〉0 = 0, 1 ≤ |α| < n. To find γi, i = (i1, . . . , im), we solve the equation

〈p1,
∂|α|q2
∂zα 〉|0 = 0 for all α such that |α| = n. By the Leibnitz rule,

∂|α|q∗2
∂zα

=
∂|α|p∗2
∂zα

+
∑
ν≤α

(
α

ν

)
∂α−ν(

∑
|i|=n

γ̄iz
i)
∂|ν|p∗1
∂zν

=
∂|α|p∗2
∂zα

+
∑
ν≤α

(
α

ν

)
(

∑
|i|=n,i≥α−ν

γ̄i
i!

(i− α+ ν)!
zi−α+ν)

∂|ν|p∗1
∂zν

.
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Now ∂|α|p∗

∂zα (D)pi|w=0 = 0 gives

0 =
(∂|α|p∗2
∂zα

+
∑
ν≤α

(
α

ν

)( ∑
|i|=n,i≥α−ν

γ̄i
i!

(i− α+ ν)!
zi−α+ν

)∂|ν|p∗1
∂zν

)
(D)p1|w=0 (4.1.5)

= 〈p1,
∂|α|p2

∂zα
〉0 +

n∑
r=0

∑
|i|=n

Aαi(r)γ̄i,

where given the multi-indices α, i,

Aαi(r) =


∑

ν

(
α
ν

)
i!

(i−α+ν)!〈
∂|ν|p1

∂zν , ∂
|i−α+ν|p1

∂zi−α+ν 〉0 |ν| = r, ν ≤ α, i ≥ α− ν;

0 otherwise.
(4.1.6)

Let A(r) =
((
Aαi(r)

))
be the

(
n+m−1
m−1

)
×
(
n+m−1
m−1

)
matrix in colexicographic order on α and i. Let

A =
∑n

r=0A(r) and γn be the
(
n+m−1
m−1

)
× 1 column vector (γi)|i|=n. Thus the equation (4.1.5) is

of the form

Āγ̄n = Γ, (4.1.7)

where Γ is the
(
n+m−1
m−1

)
× 1 column vector (−〈p1,

∂|α|p2

∂zα 〉0)|α|=n. Invertibility of the coefficient

matrix A then guarantees the existence of a solution to the equation (4.1.7). We show that the

matrix A(r) is non-negative definite and the matrix A(0) is diagonal:

A(0)αi =

α! ‖ p1 ‖2 if α = i

0 if α 6= i.
(4.1.8)

and therefore positive definite. Fix a r, 1 ≤ r ≤ n. To prove that A(r) is non-negative definite, we

show that it is the Grammian with respect to Fock inner product at 0. To each µ = (µ1, . . . , µm)

such that |µ| = n− r, we associate a 1×
(
n+m−1
m−1

)
tuple of polynomials Xr

µ, defined as follows

Xr
µ(β) =

µ!
(
β

β−µ
)∂|β−µ|p1

∂zβ−µ
if β ≥ µ

0 otherwise,

where β = (β1, . . . , βm), |β| = n (β ≥ µ if and only if βi ≥ µi for all i). By Xr
µ · (Xr

µ)t, we denote

the
(
n+m−1
m−1

)
×
(
n+m−1
m−1

)
matrix whose αi-th element is 〈Xr

µ(α), Xr
µ(i)〉0, |α| = n = |i|. We note

that ∑
|µ|=n−r

1
µ!

(Xr
µ · (Xr

µ)t)αi =
∑
|µ|=n−r

1
µ!
〈Xr

µ(α), Xr
µ(i)〉0 (4.1.9)

=
∑

|µ|=n−r,α≥µ,i≥µ

1
µ!
〈µ!
(

α

α− µ

)
∂|α−µ|p1

∂zα−µ
, µ!
(

i

i− µ

)
∂|i−µ|p1

∂zi−µ
〉0

=
∑

|ν|=r,ν≤α,i≥α−ν

(α− ν)!
(
α

ν

)(
i

i− α+ ν

)
〈∂
|α−µ|p1

∂zα−µ
,
∂|i−µ|p1

∂zi−µ
〉0

= Aαi(r).
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Since Xr
µ · (Xr

µ)t is the Grammian of the vector tuple Xr
µ, it is non-negative definite. Hence

A(r) =
∑
|µ|=n−r

1
µ!(X

r
µ · (Xr

µ)t) is non-negative definite. Therefore A is positive definite and

hence equation (4.1.7) admits a solution, completing the proof.

Let I be a homogeneous polynomial ideal. As one may expect, the proof in the general case

is considerably more involved. However the idea of the proof is similar to the simple case of two

generators. Let p1, . . . , pv be a minimal set of generators, consisting of homogeneous polynomials,

for the ideal I. We arrange the set {p1, . . . , pv} in blocks of polynomials P 1, . . . , P k according to

ascending order of their degree, that is,

{P 1, . . . , P k} = {p1
1, . . . , p

1
u1
, p2

1, . . . , p
2
u2
, . . . , pl1, . . . , p

l
ul
, . . . , pk1, . . . , p

k
uk
},

where each P l = {pl1, . . . , plul}, 1 ≤ l ≤ k consists of homogeneous polynomials of the same degree,

say nl and nl+1 > nl, 1 ≤ l ≤ k − 1. As before, for l = 1, we take q1
j = p1

j , 1 ≤ j ≤ u1 and for

l ≥ 2 take

qlj = plj +
l−1∑
f=1

uf∑
s=1

γfslj p
f
s , where γfslj (z) =

∑
|i|=nl−nf

γfslj (i)zi.

Each γfslj is a polynomial of degree nl−nf for some choice of γfslj (i) in C. So we obtain another set

of polynomials {Q1, . . . , Qk} with Ql = {ql1, . . . , qlul}, 1 ≤ l ≤ k satisfying the the same property

as the set of polynomials {P 1, . . . , P k}. From Lemma 4.2 and 4.5, it is enough to check ql∗j is in

Ṽ0(I). This condition yields a linear system of equation as in the proof of Proposition 4.9, except

that the co-efficient matrix is a block matrix with each block similar to A defined by the equation

(4.1.6). For ql∗j in Ṽ0(I), the constants γfslj (i) must satisfy:

0 =
∂|α|ql∗j
∂zα

(D)pet |0

= 〈pet ,
∂|α|plj
∂zα

〉0 +
l−1∑
f=1

uf∑
s=1

∑
ν≤α

(
α

ν

) ∑
|i|=nl−nf ,i≥α−ν

γfslj (i)
i!

(i− α+ ν)!
〈∂
|i−α+ν|pet
∂zi−α+ν

,
∂|ν|pfs
∂zν

〉0

All the terms in the equation are zero except when |α| = nl − nd, 1 ≤ d ≤ l − 1. For e = d = f ,

we have the equations

−〈pdt ,
∂|α|plj
∂zα

〉0 =
ud∑
s=1

nl−nd∑
r=0

∑
|i|=nl−nd

(
Adst(r)

)
αi
γdslj (i), (4.1.10)

where

(
Adst(r)

)
αi

=


∑

ν

(
α
ν

)
i!

(i−α+ν)!〈
∂|ν|pds
∂zν ,

∂|i−α+ν|pdt
∂zi−α+ν 〉0 |ν| = r, ν ≤ α, i ≥ α− ν;

0 otherwise.

Let Adst(r) be the
(nl−nd−1+m−1

m−1

)
×
(nl−nd−1+m−1

m−1

)
matrix whose αi-th element is

(
Adst(r)

)
αi

. We

consider the block-matrix Ad(r) = (Adst(r)), 1 ≤ s, t ≤ ud.
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Fix a r, 1 ≤ r ≤ nl − nd. To each µ = (µ1, . . . , µm) such that |µ| = nl − nd − r, associate a

1×
(
nl−nd+m−1

m−1

)
tuple of polynomials Xds

µr defined as follows:

Xds
µr(β) =

µ!
(
β

β−µ
)∂|β−µ|pds
∂zβ−µ

if β ≥ µ

0 otherwise,

where β = (β1, . . . , βm) with |β| = nl−nd. Let Xd
µr = (Xd1

µr , . . . , X
d(nl−nd)
µr ). Using same argument

as in (4.1.8) and (4.1.9), we see that the matrix

Ad(r) =
∑
|µ|=n−r

1
µ!

(Xd
µr · (Xd

µr)
t)

is non-negative definite when r ≥ 0 and Ad(0) is positive definite. Thus Ad =
∑nl−nd

r=0 Ad(r) is

positive definite. Let

γdlj = ((γd1
lj (i))|i|=nl−nd , . . . , (γ

d(nl−nd)
lj (i))|i|=nl−nd)

tr,

where each (γdslj (i))|i|=nl−nd is a
(
nl−nd+m−1

m−1

)
× 1 column vector. Define

Γdlj = ((−〈pd1,
∂|α|plj
∂zα

〉0)|α|=nl−nd , . . . , (−〈p
d
ud
,
∂|α|plj
∂zα

〉0)|α|=nl−nd).

The equation (4.1.10) is then takes the form Adγdlj = Γdlj , which admits a solution (as Ad is

invertible) for each d, l and j. Thus we have proved the following theorem.

Theorem 4.10. Let I ⊂ C[z] be a homogeneous ideal and {p1, . . . , pv} be a minimal set of gener-

ators for I consisting of homogeneous polynomials. Let K be the reproducing kernel corresponding

the Hilbert module [I], which is assumed to be in B1(Ω). Then there exists a set of generators

q1, ..., qv for the ideal I such that the set {qi(D̄)K(·, w)|w=0 : 1 ≤ i ≤ v} is a basis for kerDM∗.

We remark that the new set of generators q1, . . . , qv for I is more or less “canonical”! It is

uniquely determined modulo a linear transformation as shown below.

Let I ⊂ C[z] be an ideal. Suppose there are two sets of homogeneous polynomials {p1, . . . , pv}
and {p̃1, . . . , p̃v} both of which are minimal set of generators for I. Theorem 4.10 guarantees the

existence of a new set of generators {q1, . . . , qv} and {q̃1, . . . , q̃v} corresponding to each of these

generating sets with additional properties which ensures that the equality

[q̃∗i ] =
v∑
j=1

αij [q∗j ], 1 ≤ i ≤ v

holds in Ṽ0(I)/V0(I) for some choice of complex constants αij , 1 ≤ i, j ≤ v. Therefore q̃∗i −∑v
i=1 ᾱijq

∗
j ∈ V0(I). Since q̃i −

∑v
i=1 αijqj is in I, we have

0 =
(
(q̃∗i −

v∑
i=1

ᾱijq
∗
j )(D)

)(
q̃i −

v∑
i=1

αijqj
)

=‖ q̃i −
v∑
i=1

αijqj ‖20, 1 ≤ i ≤ v,

and hence q̃i =
∑v

i=1 αijqj , 1 ≤ i ≤ v. We have therefore proved the following.
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Proposition 4.11. Let I ⊂ C[z] be a homogeneous ideal. If {q1, . . . , qv} is a minimal set of

generators for I with the property that {[q∗i ] : 1 ≤ i ≤ v} is a basis for Ṽ0(I)/V0(I), then

q1, . . . , qv is unique up to a linear transformation.

We end this section with the explicit calculation of the joint kernel for a class of submodules

of the Hardy module which illustrate the methods of Proposition 4.9.

Example 4.12. Let p1, p2 be the minimal set of generators for an ideal I ⊆ C[z1, z2]. Assume

that p1, p2 are homogeneous, deg p2 = deg p1 + 1 and V (I) = {0}. As in Proposition 4.9, set

q1 = p1 and q2 = p2 + (γ10z1 + γ01z2)p1 subject to the equations(
‖ ∂1p1 ‖20 + ‖ p1 ‖20 〈∂2p1, ∂1p1〉0
〈∂1p1, ∂2p1〉0 ‖ ∂2p1 ‖20 + ‖ p1 ‖20

)(
γ10

γ01

)
= −

(
〈p1, ∂1p2〉0
〈p1, ∂2p2〉0

)
(4.1.11)

In this special case, the invertibility of the coefficient matrix follows from the positivity (Cauchy

- Schwarz inequality) of its determinant

‖ p1 ‖40 + ‖ ∂1p1 ‖20‖ p1 ‖20 + ‖ ∂2p1 ‖20‖ p1 ‖20
+ (‖ ∂1p1 ‖20‖ ∂2p1 ‖20 −|〈∂1p1, ∂2p1〉0|2).

Specifically, if the ideal I ⊂ C[z1, z2] is generated by z1 + z2 and z2
2 . We have V (I) = {0}.

The reproducing kernel K for [I] ⊆ H2(D2) is

K[I](z, w) =
1

(1− z1w̄1)(1− z2w̄2)
− (z1 − z2)(w̄1 − w̄2)

2
− 1

=
(z1 + z2)(w̄1 + w̄2)

2
+

∞∑
i+j≥2

zi1z
j
2w̄

i
1w̄

j
2.

The vector ∂̄2
2K[I](z, w)|0 = 2z2

2 is not in the joint kernel of P[I](M∗1 ,M
∗
2 )|[I] since M∗2 (z2

2) = z2

and P[I]z2 = (z1 + z2)/2 6= 0. However, from the equation (4.1.11), we have q1 = z1 + z2 and

q2 = (z1−z2)2, we see that q1, q2 generate the ideal I and {(∂̄1 + ∂̄2)K(·, w)|0, (∂̄1− ∂̄2)2K(·, w)|0}
forms a basis of the joint kernel.

Remark on Example 4.12. Let Ĩ be the ideal generated by z1 and z2
2 . Since z1 is not a

linear combination of q1 and q2, it follows (Proposition 4.11) that I 6= Ĩ. In fact Proposition 4.11

gives an effective tool to determine when a homogeneous ideal is monoidal. Let {q1, . . . , qv} be

a canonical set of generators for I. Let Λ be the collection of monomials in the expressions of

{q1, . . . , qv}. If the number of algebraically independent monomials in Λ is v, then I is monoidal.

Example 4.13. This example is similar to the previous one except that it is of higher order.

Take I =< z2
1 + z2

2 , z1z
2
2 , z

3
2 >. The set {z2

1 + z2
2 , z1z

2
2 , z

3
2} forms a minimal set of generators and
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V (I) = {0}. Now the reproducing kernel is ,

K(z, w) =
1

(1− z1w̄1)(1− z2w̄2)
− 1− z1w̄1 − z2w̄2 −

(z2
1 − z2

2)(w̄2
1 − w̄2

2)
2

− z1z2w̄1w̄2

=
(z2

1 + z2
2)(w̄2

1 + w̄2
2)

2
+
∞∑

i,j=3

zi1z
i
2w̄

i
1w̄

j
2.

Note then ∂̄3
2K(z, w)|0 = 6z3

2 and M∗2 (6z3
2) = 6〈z2

2 ,
z2
1+z2

2√
2
〉 z

2
1+z2

2√
2

= 3(z2
1 + z2

2) 6= 0. Taking

p1
1 = z2

1 + z2
2 , p

2
1 = z1z

2
2 and p2

2 = z3
2 , as in Theorem 4.10. The new set of generators are

q1
1 = z2

1 + z2
2 ,

q2
1 = z1z

2
2 + (γ11

21(10)z1 + γ11
21(01)z2)(z2

1 + z2
2),

q2
2 = z3

2 + (γ11
22(10)z1 + γ11

22(01)z2)(z2
1 + z2

2).

Coefficient of these polynomials then satisfy the following equations:

∂2
2(z2

1 + z2
2)|0 + (3∂2

1 + ∂2
2)(z2

1 + z2
2)|0γ11

21(10) + 2∂1∂2(z2
1 + z2

2)|0γ11
21(01) = 0, ,

2∂1∂2(z2
1 + z2

2)|0 + 2∂1∂2(z2
1 + z2

2)|0γ11
21(10) + (∂2

1 + 3∂2
2)(z2

1 + z2
2)|0γ11

21(01) = 0,

and

(3∂2
1 + ∂2

2)(z2
1 + z2

2)|0γ11
22(10) + 2∂1∂2(z2

1 + z2
2)|0γ11

22(01) = 0, ,

3∂2
2(z2

1 + z2
2)|0 + 2∂1∂2(z2

1 + z2
2)|0γ11

22(10) + (∂2
1 + 3∂2

2)(z2
1 + z2

2)|0γ11
22(01) = 0.

This amounts to solving the following matrix equation(
8 0

0 8

)(
γ11

21(10)

γ11
21(01)

)
=

(
−2

0

)
and

(
8 0

0 8

)(
γ11

22(10)

γ11
22(01)

)
=

(
0

−6

)

Ignoring the constants, we get q1
1 = z2

1 + z2
2 , q

2
1 = z3

1 − 3z1z
2
2 , q

2
2 = z3

2 − 3z2
1z2 which will then

generate the ideal I and {(∂̄2
1 + ∂̄2

2)K(·, w)|0, (∂̄3
1 − 3∂̄1∂̄

2
2)K(·, w)|0, (∂̄3

2 − 3∂̄2
1 ∂̄2)K(·, w)|0} forms

a basis of kerDM∗ .

Example 4.14. Take I =< z3
1 + 2z3

2 , 3z
2
1z2− z1z

2
2 , z

4
2 >,. The set z3

1 + 2z3
2 , 3z

2
1z2− z1z

2
2 , z

4
2 forms

a minimal set of generators and V (I) = {0}. Now the reproducing kernel is given by the formula

K(z, w) =
(z3

1 + 2z3
2)(w̄3

1 + 2w̄3
2)

5
+

(3z1z
2
2 − z1z

2
2)(3w̄1w̄

2
2 − w̄1w̄

2
2)

10
+
∞∑

i,j=4

zi1z
i
2w̄

i
1w̄

j
2.

Again we have,

p1
1 = z3

1 + 2z3
2 , p

1
2 = 3z1z

2
2 − z1z

2
2 , p

2
1 = z4

2

The new set of generators are q1
1 = p1

1, q
1
2 = p1

2 and

q2
1 = z4

2 + (γ11
21(10)z1 + γ11

21(01)z2)(z3
1 + 2z3

2) + (γ12
21(10)z1 + γ12

21(01)z2)(3z2
1 − z1z

2
2).
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The corresponding matrix equation is
36 0 0 −12

0 90 18 0

0 18 58 −12

−12 0 −12 42




γ11
21(10)

γ11
21(01)

γ12
21(10)

γ12
21(01)

 =


0

−8

0

0

 .

The determinant of the coefficient matrix is 6231168 showing that it is invertible. So the solution

to the linear system of equation produces the polynomials q1
1, q

1
2, q

2
2 generates the ideal I and the

set

{q1
1(D̄)K(·, w)|w=0, q

1
2(D̄)K(·, w)|w=0, q

2
1(D̄)K(·, w)|w=0}

forms a basis for kerDM∗ .

Example 4.15. Take I =< z1− z2, z
3
2 >. The set {z1− z2, z

3
2} forms a minimal set of generators

and V (I) = {0}. Recall that the reproducing kernel K (Theorem 2.3) can be written as

K(z, w) = (w̄1 − w̄2)K1(z, w) + w̄3
2K2(z, w).

Differentiating this relationship repeatedly and evaluating at 0, we see that

K1(z, w) = (∂̄1 − ∂̄2)K(z, w)|0 and k2(z, w) = (2∂̄3
1 + 6∂̄2

1 ∂̄2 + 3∂̄1∂̄
2
2 + ∂̄3

2)K(z, w)|0.

It then easily follows that z1 − z2 and 2z3
1 + 6z2

1z2 + 3z1z
2
2 + z3

2 also generate the ideal I.

Remark 4.16. If the generators of the ideal are not homogeneous then the conclusion of the

theorem 4.10 is not valid. Take the ideal I ⊂ C[z1, z2] generated by z1(1+z1), z1(1−z2), z2
2 which

is also minimal for I. We have V (I) = {0}. We note that the stalk SM0 at 0 is generated by z1

and z2
2 . Similar calculations, as above, shows that {∂̄1K(·, w)|0, ∂̄2

2K(·, w)|0} is a basis of kerDM∗ .

But z1 and z2
2 can not be a set of generators for I ⊂ C[z1, z2] which has rank 3. On the other

hand, let I be the ideal generated by z1 + z2 + z2
1 , z

3
2 − z2

1 which is minimal and V (I) = {0}. In

this case {(∂̄1 + ∂̄2)K(·, w)|0, (∂̄1− ∂̄2)2K(·, w)|0} is a basis of kerDM∗ . But z1 + z2 and (z1− z2)2

is not a generating set for the stalk at 0.
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We will use the familiar technique of ‘resolution of singularities’ and construct the blow-up space of

Ω along an ideal I, which we will denote by Ω̂. There is a map π : Ω̂→ Ω which is biholomorphic

on Ω̂ \ π−1(V (I)). However, in general, Ω̂ need not even be a complex manifold. Abstractly, the

inverse image sheaf of SM under π is locally principal and therefore corresponds to a line bundle

on Ω̂. Here, we explicitly construct a holomorphic line bundle, via the monoidal transformation,

on π−1(w0), w0 ∈ V (I), and show that the equivalence class of these Hermitian holomorphic

vector bundles are invariants for the Hilbert module M.

In the paper [14], submodules of functions vanishing at the origin of H(λ,µ)(D2) were studied

using the blow-up D2 \ (0, 0) ∪ P1 of the bi-disc. This is also known as the quadratic transform.

However, this technique yields useful information only if the generators of the submodule are

homogeneous polynomials of same degree. We will compute invariants via quadratic transform

for submodules of Hardy module. The monoidal transform, as we will see below, has wider

applicability.

5.1 The monoidal transformation

LetM be a Hilbert module in B1(Ω), which is the closure, inM, of some polynomial ideal I. Let

K denote the corresponding reproducing kernel. Let w0 ∈ V (M). Set t = dimSMw0
/mw0SMw00 =

dim kerD(M−w0)∗ = dim Ṽw0(I)/Vw0(I). By the decomposition Theorem 2.3, there exists a

minimal set of generators g1, · · · , gt of SM1
0 and a r > 0 such that

K(·, w) =
t∑
i=1

gj(w)K(j)(·, w) for all w ∈ ∆(w0; r) (5.1.1)

for some choice of anti-holomorphic functions K(1), . . . ,K(t) : ∆(w0; r)→M.

Assume that Z := Z(g1, . . . , gt)∩Ω be a singularity free analytic subset of Cm of codimension

t. We point out that Z depends on M as well as w0. Define

∆̂(w0; r) := {(w, π(u)) ∈ ∆(w0; r)× Pt−1 : uigj(w)− ujgi(w) = 0, i, j = 1, . . . , t}.

Here the map π : Ct \ {0} → Pt−1 is given by π(u) = (u1 : . . . : ut), the corresponding projective

coordinate. The space ∆̂(w0; r) is the monoidal transformation with center Z ([21, page 241]).

Consider the map p := pr1 : ∆̂(w0; r) → ∆(w0; r) given by (w, π(z)) 7→ w. For w ∈ Z, we have

p−1(w) = {w} × Pt−1. This map is holomorphic and proper. Actually p : ∆̂(w0; r) \ p−1(Z) →
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∆(w0; r) \Z is biholomorphic with p−1 : w 7→ (w, (g1(w) : . . . : gt(w))). The set E(M) := p−1(Z)

which is Z × Pt−1, is called the exceptional set.

We describe a natural line bundle on the blow-up space ∆̂(w0; r). Consider the open set

U1 = (∆(w0; r) × {u1 6= 0}) ∩ ∆̂(w0; r). Let uj
u1

= θ1
j , 2 ≤ j ≤ t. On this chart gj(w) = θ1

j gj(w).

From the decomposition given in the equation (5.1.1), we have

K(·, w) = g1(w){K(1)(·, w) +
t∑

j=2

θ̄1
jK

(j)(·, w)}.

This decomposition then yields a section on the chart U1, of the line bundle on the blow-up space

∆̂(w0; r):

s1(w, θ) = K(1)(·, w) +
t∑

j=2

θ̄1
jK

(j)(·, w).

The vectors K(j)(·, w) are not uniquely determined. However, there exists a canonical choice of

these vectors starting from a basis, {v1 . . . , vt}, of kerD(M−w)∗ :

K(·, w) =
t∑

j=1

gj(w)P (w̄, w̄0)vj , w ∈ ∆(w0; r)

for some r > 0 and generators g1, . . . , gt of the stalk SMw0
. Thus we obtain the canonical choice

K(j)(·, w) = P (w̄, w̄0)vj , 1 ≤ j ≤ t (see chapter 3). Let L(M) be the line bundle on the blow-up

space ∆̂(w0; r) determined by the section (w, θ) 7→ s1(w, θ), where

s1(w, θ) = P (w̄, w̄0)v1 +
t∑

j=2

θ̄1
jP (w̄, w̄0)vj , (w, θ) ∈ U1.

Let M̃ be a second Hilbert module in B1(Ω), which is the closure of the polynomial ideal I with

respect to another inner product. Assume that M̃ is equivalent to M via a unitary module map

L. In the proof of Theorem 3.2, we have shown that LP (w̄, w̄0) = P̃ (w̄, w̄0)L. Thus

φ(w)K̃(·, w) = LK(·, w) =
t∑

j=1

gj(w)LP (w̄, w̄0)vj =
t∑

j=1

gj(w)P̃ (w̄, w̄0)Lvj .

Therefore s1(w, θ) = 1

φ(w)
(P̃ (w̄, w̄0)Lv1 +

∑t
j=2 θ̄

1
j P̃ (w̄, w̄0)Lvj) and Ls1(w, θ) = φ(w)s̃1(w, θ).

Hence the line bundles L(M) and L(M̃) are equivalent as Hermitian holomorphic line bundle

on ∆̂(w0; r)∗ = {(w̄, π(ū)) : (w, π(u)) ∈ ∆̂(w0; r)}. Since K(j)(·, w), 1 ≤ j ≤ t are linearly

independent (part (ii) of Theorem 2.3), it follows that V (M) ∩ ∆(w0; r) = Z. Thus if w ∈
∆(w0; r) \ Z, then gi(w) 6= 0 for some i, 1 ≤ i ≤ t. Hence si(w, θ) = k(·,w)

gi(w)
on (∆(w0; r) × {ui 6=

0}) ∩ ∆̂(w0; r). Therefore the restriction of the bundle L(M) to ∆̂(w0; r) \ p−1(Z) is the pull

back of the Cowen-Douglas bundle for M on ∆(w0; r) \ Z, via the biholomorphic map π on

∆̂(w0; r) \ p−1(Z). we have therefore proved the following Theorem.
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Theorem 5.1. Let M and M̃ be two Hilbert modules in B1(Ω) consisting of holomorphic func-

tions on a bounded domain Ω ⊂ Cm. Assume that the dimension of the zero set of these modules is

at most m−2. Suppose there exists a polynomial ideal I such that M and M̃ are the completions

of I with respect to two different inner products. ThenM and M̃ are equivalent if and only if the

line bundles L(M) and L(M̃) are equivalent as Hermitian holomorphic line bundle on ∆̂(w0; r)∗.

Although in general, Z need not be a complex manifold, The restriction of s1 to p−1(w0) for

w0 ∈ Z determines a holomorphic line bundle on p−1(w0)∗ := {(w0, π(ū)) : (w̄0, π(u)) ∈ p−1(w0)},
which we denote by L0(M). Thus s1 = s1(w, θ)|{w0}×{ui 6=0} is given by the formula

s1(θ) = K(1)(·, w0) +
t∑

j=2

θ̄1
jK

(j)(·, w0).

Since the vectors K(j)(·, w0), 1 ≤ j ≤ t are uniquely determined by the generators g1, . . . , gt, s1 is

well defined.

Theorem 5.2. Let M and M̃ be two Hilbert modules in B1(Ω) consisting of holomorphic func-

tions on a bounded domain Ω ⊂ Cm. Assume that the dimension of the zero set of these modules

is at most ≤ m − 2. Suppose there exists a polynomial ideal I such that M and M̃ are the

completions of I with respect to two different inner products. If the modules M and M̃ are equiv-

alent, then the corresponding bundles L0(M) and L0(M̃) they determine on the projective space

p−1(w0)∗, w0 ∈ Z, are equivalent as Hermitian holomorphic line bundle.

Proof. Let L : M → M̃ be the unitary module map and K and K̃ be the reproducing kernels

corresponding toM and M̃ respectively. The existence of a holomorphic function φ on Ω\V (M)

such that LK(·, w) = φ(w)K̃(·, w), L∗f = φf and K(z, w) = φ(z)K̃(z, w)φ(w) follows from

Lemma 1.11 and [11, Theorem 3.7]. As we have pointed earlier, φ extends to a non-vanishing

holomorphic function on Ω.

Since M is in B1(Ω), it admits a decomposition as given in equation (5.1.1), with respect

the generators g̃1, . . . , g̃t of SM̃w0
. However, we may assume that g̃i = gi for 1 ≤ i ≤ t, because

SMw0
= SM̃w0

for all w0 ∈ Ω. Thus

K̃(·, w) =
t∑
i=1

gj(w)K̃(j)(·, w) for all w ∈ ∆(w0; r)

for some r > 0. By applying the unitary L to equation (5.1.1), we get φ(w)K̃(·, w) = LK(·, w)

=
∑t

i=1 gj(w)LK(j)(·, w). Since φ does not vanish on Ω, we may choose

K̃(j)(·, w) =
LK(j)(·, w)

φ(w)
, 1 ≤ j ≤ t, w ∈ ∆(w0; r).
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From part (iii) of the decomposition Theorem 2.3, the vectors K̃(j)(·, w0), 1 ≤ j ≤ t are uniquely

determined by the generators g1, . . . , gt. Therefore K̃(j)(·, w0) = LK(j)(·,w0)

φ(w0)
. Now the decom-

position for K̃ yields a holomorphic section s̃1(θ) = K̃(1)(·, w0) +
∑t

j=2 θ
1
j K̃

(j)(·, w0) for the

holomorphic line bundle L0(M̃) on the projective space p−1(w0)∗. Therefore

Ls1(θ) = LK(1)(·, w0) +
t∑

j=2

θ̄1
jLK

(j)(·, w0) = φ(w0){K̃(1)(·, w0) +
t∑

j=2

θ̄1
j K̃

(j)(·, w0)}

= φ(w0)s̃1(θ).

From the unitarity of L, it follows that

‖ s1(θ) ‖2=‖ Ls1(θ) ‖2= |φ(w0)|2 ‖ s̃1(θ) ‖2 (5.1.2)

and consequently the Hermitian holomorphic line bundles L0(M) and L0(M̃) on the projective

space p−1(w0)∗ are equivalent.

The existence of the polynomials q1, ..., qt such that K(j)(·, w)|w=w0 = q∗j (D̄)K(·, w)|w=w0 , 1 ≤
j ≤ t, is guaranteed by Lemma 4.2. The following Lemma shows that

K̃(j)(·, w)|w=w0 = q∗j (D̄)K̃(·, w)|w=w0 , 1 ≤ j ≤ t

which makes it possible to calculate the section for the line bundles L0(M) and L0(M̃) without

any explicit reference to the generators of the stalks at w0.

Lemma 5.3. Let I be a polynomial ideal with dim V (I) ≤ m−2 and K be the reproducing kernel

of [I] which is assumed to be in B1(Ω). Let q1, ..., qt be the polynomials such that K(j)(·, w)|w=w0 =

q∗j (D̄)K(·, w)|w=w0. Let K̃ be a reproducing kernel of [I], completed with respect to another inner

product. Then K̃(j)(·, w)|w=w0 = q∗j (D̄)K̃(·, w)|w=w0.

Proof. For f ∈M and 1 ≤ i ≤ m, we have 〈f, ∂̄iLK(·, w)〉 = ∂i〈f, LK(·, w)〉 = ∂i〈L∗f,K(·, w)〉 =

〈L∗f, ∂̄iK(·, w)〉 = 〈f, L∂̄iK(·, w)〉, that is, ∂̄iLK(·, w) = L∂̄iK(·, w). Thus

p(D̄)LK(·, w) = Lp(D̄)K(·, w) for any p ∈ C[z].

From equation (4.1.3), it follows that

LK(j)(·, w0) = L{q∗j (D̄)K(·, w)|w=w0} = {Lq∗j (D̄)K(·, w)}|w=w0 = {q∗j (D̄)LK(·, w)}|w=w0

= {q∗j (D̄)φ(w)K̃(·, w)}|w=w0 = [
∑
α

āα{q∗j (D̄)(w̄ − w̄0)αK̃(·, w)}]|w=w0

=
∑
α

āα
∂αq∗j
∂zα

(D̄)K̃(·, w)|w=w0 ,

where φ(w) =
∑

α aα(w − w0)α, the power series expansion of φ around w0. Now for any p ∈ I
we have

〈p,
∂αq∗j
∂zα

(D̄)K̃(·, w)|w=w0〉 = 〈p,
∂αq∗j
∂zα

(D̄)K̃(·, w)〉|w=w0 =
∂αqj
∂zα

(D)p(w)|w=w0 .
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Since Lemma 4.2 ensures that {[q1], . . . , [qt]} is a basis for Ṽw0(I)/Vw0(I), it follows that

〈p,
∂αq∗j
∂zα

(D̄)K̃(·, w)|w=w0〉 = 0 for all p ∈ I and α > 0.

Therefore, we have
∂αq∗j
∂zα (D̄)K̃(·, w)|w=w0 = 0 for α > 0. Hence

LK(j)(·, w0) = ā0q
∗
j (D̄)K̃(·, w)|w=w0 = φ(w0)q∗j (D̄)K̃(·, w)|w=w0

and consequently K̃(j)(·, w)|w=w0 = q∗j (D̄)K̃(·, w)|w=w0 , 1 ≤ j ≤ t.

Remark 5.4. LetM Be a Hilbert module in B1(Ω). Assume thatM = [I]M for some polynomial

ideal I and the dimension of the zero set of M is m − 1. Let the polynomials p1, . . . , pt be a

minimal set of generators forM. Let q = g.c.d{p1, . . . , pt}. Then the Beurling form (cf. [7]) of I
is qJ , where J is generated by {p1/q, . . . , pt/q}. From [7, Corollary 3.1.12], dim V (J ) ≤ m− 2

unless J = C[z]. The reproducing kernels K ofM is of the form K(z, w) = q(z)χ(z, w)q(w). Let

M1 be the Hilbert module determined by the non-negative definite kernel χ. The Hilbert module

M is equivalent to M1. Now M1 = [J ] and V (M1) = V (J ). If V (J ) = φ, then the modules

M1 belongs to Cowen-Douglas class of rank 1. Otherwise, dim V (J ) ≤ m− 2 and Theorem 5.1

determines its equivalence class.

We illustrate, by means of some examples, the nature of the invariants we obtain from the line

bundle L0 that lives on the projective space. From Theorem 5.2, it follows that the curvature of

the line bundle L0 is an invariant for the submodule. An example was given in [14] showing that

the curvature is is not a complete invariant. However the following lemma is useful for obtaining

complete invariant in a large class of examples.

Lemma 5.5. Let H and H̃ are Hilbert modules in B1(Ω), for some bounded domain Ω in Cm.

Suppose that H and H̃ are such that they are in the Cowen-Douglas class B1(Ω \ X) where

dimX ≤ m− 2. Let M⊆ H and M̃ ⊆ H̃ be submodules satisfying the following conditions:

(i) Vw(M) = Vw(M̃) for all w ∈ Ω and

(ii) M = ∩w∈ΩMe
w and M̃ = ∩w∈ΩM̃e

w, where as before Me
w := {f ∈ H : q(D)f |w =

0 for all q ∈ Vw(M)}.

If H and H̃ are equivalent, then M and M̃ are equivalent.

Proof. Suppose U : H → H̃ is a unitary module map. Then U is induced by a non-vanishing

holomorphic function, say ψ, on Ω \X (cf. [11]). This function ψ extends to all of Ω by Hartog’s

Theorem. As before, this extension does not vanish on Ω. Let w0 ∈ Ω and q ∈ Vw0(M) =

Vw0(M̃). Also let ψ(w) =
∑

α aα(w−w0)α be the power series expansion around w0. For f ∈M,
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we have

q(D)(Uf)|w=w0 = q(D)(ψf)|w=w0 = q(D){
∑
α

aα(w − w0)αf}|w=w0

=
∑
α

aαq(D){(w − w0)αf}]|w=w0 = {
∑
k≤α

(
α

k

)
(w − w0)α−k

∂kq

∂zk
(D)(f)}w=w0

= 0

since ∂kq
∂zk
∈ Vw0(M) for any multi index k whenever q ∈ Vw0(M). Therefore it follows that

Uf ∈ M̃. A similar arguments shows that U∗M̃ ⊆ M. The result follows from unitarity of

U .

5.1.1 The (α, β, θ) examples: Weighted Bergman modules in the unit ball

Let B2 = {z = (z1, z2) ∈ C2 : |z1|2 + |z2|2 < 1} be the unit ball in C2. Let L2
α,β,θ(B2) be the

Hilbert space of all (equivalence classes of) Borel measurable functions on B2 satisfying

‖ f ‖2α,β,θ=
∫

B2

|f(z)|2dµ(z1, z2) < +∞,

where the measure is

dµ(z1, z2) = (α+ β + θ + 2)|z2|2θ(1− |z1|2 − |z2|2)α(1− |z2|2)βdA(z1, z2)

for (z1, z2) ∈ B2, −1 < α, β, θ < +∞ and dA(z1, z2) = dA(z1)dA(z2). Here dA denote the

normalized area measure in the plane, that is dA(z) = 1
πdxdy for z = x + iy. The weighted

Bergman space A2
α,β,θ(B2) is the subspace of L2

α,β,θ(B2) consisting of the holomorphic functions

on B2. The Hilbert space A2
α,β,θ(B2) is non-trivial if we assume that the parameters α, β, θ satisfy

the additional condition:

α+ β + θ + 2 > 0.

The reproducing kernel Kα,β,θ of A2
α,β,θ(B2) is given by

Kα,β,θ(z, w) =
1

α+ β + θ + 2
1

(1− z1w̄1)α+β+θ+3

×
{ +∞∑
k=0

(α+ β + θ + k + 2)(α+ θ + 2)k
(θ + 1)k

(
z2w̄2

1− z1w̄1

)k}
,

where z = (z1, z2), w = (w1, w2) ∈ B2 and (a)k = a(a + 1) . . . (a + k − 1) is the Pochhammer

symbol. This kernel differs from the kernel Pα,β,θ given in [26] only by a multiplicative constant.

The reader may consult [26] for a detailed discussion of these Hilbert modules.

Let IP be an ideal in C[z1, z2] such that V (IP ) = {P} ⊂ B2. We have

dim kerD(M−w)∗ =

{
1 for w ∈ B2 \ {P};
dim IP /mPIP (> 1 ) for w = P .
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Hence [IP ]A2
α,β,θ(B2) (the completion of IP in A2

α,β,θ(B2)) is not equivalent to [IP ′ ]A2
α′,β′,θ′ (B

2) (the

completion of I ′P in A2
α′,β′,θ′(B

2)) if P 6= P ′. Now let us determine when two modules in the set

{[IP ]A2
α,β,θ(B2) : −1 < α, β, θ < +∞ and α+ β + θ + 2 > 0}.

are equivalent. In the following proposition, without loss of generality, we have assumed P = 0.

Proposition 5.6. Suppose I is an ideal in C[z1, z2] with V (I) = {0}. Then the Hilbert modules

[I]A2
α,β,θ(B2) and [I]A2

α′,β′,θ′ (B
2) are unitarily equivalent if and only if α = α′, β = β′ and θ = θ′.

Proof. From the Hilbert Nullstellensatz, it follows that there exist an natural number N such

that mN
0 ⊂ I. Let Im,n be the polynomial ideal generated by zm1 and zn2 . Combining (4.0.1) with

Lemma 5.5 we see, in particular, that the submodules [Im,n]A2
α,β,θ(B2) and [Im,n]A2

α′,β′,θ′ (B
2) are

unitarily equivalent for m,n ≥ N . Let Km,n be the reproducing kernel for [Im,n]A2
α,β,θ(B2). We

write Kα,β,θ(z, w) =
∑

i,j≥0 bijz
i
1z
j
2 where

bij =
α+ β + θ + j + 2
α+ β + θ + 2

· (α+ θ + 2)j
(θ + 1)j

· (α+ β + θ + j + 3)i
i!

. (5.1.3)

Let Im,n := {(i, j) ∈ Z× Z : i, j ≥ 0, i ≥ m or j ≥ n}. We note that

Km,n(z, w) =
∑

(i,j)∈Im,n

bijz
i
1z
j
2w̄

i
1w̄

j
2.

One easily see that the set {zm1 , zn2 } forms a minimal set of generators for the sheaf corresponding

to [Im,n]A2
α,β,θ(B2). The reproducing kernel then can be decomposed as

Km,n(z, w) = w̄m1 K
m,n
1 (z, w) + w̄n2K

m,n
2 (z, w), for some r > 0 and w ∈ ∆(0; r).

Successive differentiation, using Leibnitz rule, gives

Km,n
1 (z, w)|w=0 =

1
m!
∂̄m1 Km,n(·, w)}|w=(0,0) = bm0z

m
1 and

Km,n
2 (z, w)|w=0 =

1
n!
∂̄n2Km,n(·, w)}|w=(0,0) = b0nz

n
2 .

Therefore

s1(θ1) = bm0z
m
1 + θ1b0nz

n
2 ,

where θ1 denotes co-ordinate for the corresponding open chart in P1. Thus

‖ s1(θ1) ‖2 = b2m0 ‖ zm1 ‖2 +b20n ‖ zn2 ‖2 |θ1|2 = bm0 + b0n|θ1|2.

Let am,n = b0n/bm0. Let Km,n denote the curvature corresponding to the bundle L0,m,n which is

determined on the projective space P1 by the module [Im,n]A2
α,β,θ(B2). Thus we have

Km,n(θ1) = ∂θ1∂θ̄1 ln‖ s1(θ1) ‖2 = ∂θ1∂θ̄1 ln(1 + am,n|θ1|2)

= ∂θ1
am,nθ1

1 + am,n|θ1|2
=

am,n
(1 + am,n|θ1|2)2

.
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Let K′m,n denote the curvature corresponding to the bundle L′0,m,n which is determined on the

projective space P1 by the module [Im,n]A2
α′,β′,θ′ (B

2). As above, we have

K′m,n(θ1) =
a′m,n

(1 + a′m,n|θ1|2)2
.

This easily follows from Lemma 5.5. Since the submodules [Im,n]A2
α,β,θ(B2) and [Im,n]A2

α′,β′,θ′ (B
2)

are unitarily equivalent, from Theorem 5.2, it follows that Km,n(θ1) = K′m,n(θ1) for θ1 in an open

chart P1 and m,n ≥ N . Thus

am,n
(1 + am,n|θ1|2)2

=
a′m,n

(1 + a′m,n|θ1|2)2
.

This shows that (am,n − a′m,n)(1 + am,na
′
m,n|θ1|2) = 0. So am,n = a′m,n and hence

b0n
bm0

=
b′0n
b′m0

(5.1.4)

for all m,n ≥ N . This also follows from the equation (5.1.2). It is enough to consider the cases

(m,n) = (N,N), (N,N + 1), (N,N + 2) and (N + 1, N) to prove the Proposition. From equation

(5.1.4), we have

b(N+1)0

bN0
=
b′(N+1)0

b′N0

,
b0(N+1)

b0N
=
b′0(N+1)

b′0N
and

b0(N+2)

b0(N+1)
=
b′0(N+2)

b′0(N+1)

. (5.1.5)

Let A = α+ β + θ,B = α+ θ and C = θ. From equation (5.1.3), we have

b(N+1)0

bN0
=
A+N + 3
N + 1

,
b0(N+1)

b0N
=

A+N + 3
A+N + 2

· B +N + 2
C +N + 1

and
b0(N+2)

b0(N+1)
=

A+N + 4
A+N + 3

· B +N + 3
C +N + 2

.

From (5.1.5), it follows that A = A′ and

BC ′ +B(N + 1) + C ′(N + 2) = B′C +B′(N + 1) + C(N + 2), (5.1.6)

BC ′ +B(N + 2) + C ′(N + 3) = B′C +B′(N + 2) + C(N + 3). (5.1.7)

Subtracting (5.1.7) from (5.1.6), we get B − C = B′ − C ′ and thus θ = θ′. Therefore b0(N+1)

b0N
=

b′
0(N+1)

b′0N
implying B = B′ and hence α = α′. Lastly A = A′ and in consequence β = β′.
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5.2 The quadratic transformation

For a homogeneous ideal I, letM be a Hilbert module in B1(Ω) is of the form [I]. Assume that

{p1, . . . , pt} be a minimal set of generators for I consisting of homogeneous polynomials of same

degree, say k. From Lemma 4.6, we knew that {p10, . . . , pt0} is a minimal set of generators for SM0 .

Then on a neighborhood ∆(0; ε) of 0, the reproducing kernel K of M admits a decomposition:

K(·, w) =
t∑
i=1

pi(w)Ki(·, w)

as in Theorem 2.3. The set

∆̂Q(0; ε) := {(w, π(u)) ∈ ∆(0; ε)× Pm−1 : uiwj − ujwi = 0, 1 ≤ i, j ≤ m}

is called the blow up of the poly-disc ∆(0; ε) at the point 0 (also called the quadratic transformation

of ∆(0; ε) at the point 0).

There is a natural line bundle on the blow-up space ∆̂Q(0; ε), which we describe below. Con-

sider the open chart where Û1 = (∆(0; r)× {u1 6= 0})∩ ∆̂Q(0; ε). On Û1, let uj
u1

= θ1
j , 2 ≤ j ≤ m.

Thus wj = θ1
jw1, 2 ≤ j ≤ m on Û1 and we have

K(·, w) = w1
k{

t∑
i=1

p̃i(θ)Ki(·, w)}.

Set

s1(θ) =
t∑
i=1

p̃i(θ)Ki(·, 0), θ ∈ Pm−1 ∩ {π(u) : u1 6= 0}.

For 2 ≤ i ≤ m, define si on Ui = Pm−1 ∩ {π(u) : ui 6= 0} similarly. si(θ) is called quadratic

transformation of the reproducing kernel K on Ui. The set {s1, . . . , sm} defines a holomorphic

Hermitian line bundle on Pm−1. Let us denote this line bundle by Q(M). The blow up space

along a linear subspace is defined similarly (cf. [21, Example 2.5.2]). Let the linear subspace be

V = {zr+1 = . . . = zm = 0} and the blow up of ∆(0; r) along V is

∆̂V
Q(0; ε) := {(w, π(u)) ∈ ∆(0; ε)× Pm−r−1 : uiwj − ujwi = 0, r + 1 ≤ i, j ≤ m, m− r ≥ 2}.

We illustrate, by means of a number of examples, the nature of the invariants we obtain from the

line bundle Q that lives on the projective space.

Example of blowing up along a linear subspace. Let H be an analytic Hilbert module over Ω ⊂ Cm

containing the origin. Let H(n)
0 be the submodule of H denoting the closure of the polynomial

ideal I generated by

{zir+1

r+1 ...z
im
m : ij ∈ N ∪ {0}, r + 1 ≤ j ≤ m.ir+1 + ...+ im = n, m− r ≥ 2}.
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Let K(n)
0 be the reproducing kernel corresponding to H(n)

0 . Let us fix a point (p, 0) ∈ Cr × Cm−r

in Ω. From decomposition theorem and Lemma 4.6, K(n)
0 admits a decomposition:

K
(n)
0 (·, w) =

∑
ir+1+...+im=n

w̄
ir+1

r+1 ...w̄
im
m Kir+1...im(·, w),

in some neighborhood of the point (p, 0). Clearly for i = (ir+1, . . . , im), we have

∂̄iK
(n)
0 (·, w)|(p,0) = i!Ki(·, w)|(p,0).

Let θ = (θr+2, ..., θm) be the usual homogeneous coordinates on the open sets Ur+1 = {π(u) :

ur+1 6= 0} in the complex projective space Pm−r−1. Thus, following the construction given above,

s1(θ) = {(∂̄r+1 + θr+2∂̄r+2 + ...+ θm∂̄m)nK(n)
0 (·, w)}|w=(p,0), (5.2.1)

determines a section of the line bundle Q(M) over Ur+1, with respect to the point (p, 0). The

proposition below and its proof is a straightforward generalization of [14, Theorem 5.1].

Proposition 5.7. Let H(n)
0 ⊂ H and H̃(n)

0 ⊂ H̃ be two analytic Hilbert submodules consisting of

Holomorphic functions on Ω vanishing to order n. If H(n)
0 and H̃(n)

0 are equivalent via a unitary

module map, then the corresponding bundles Q and Q̃ are equivalent.

Proof. Let L : H(n)
0 → H̃(n)

0 be the unitary module map and K
(n)
0 and K̃

(n)
0 be the reproducing

kernels corresponding to H(n)
0 and H̃(n)

0 respectively. The existence of a holomorphic function φ on

Ω\V (I) such that LK(n)
0 (·, w) = φ(w)K̃(n)

0 (·, w), L∗f = φf and K(n)
0 (z, w) = φ(z)K̃(n)

0 (z, w)φ(w)

follows from Lemma 1.11 and [11, Theorem 3.7]. As we have seen before, since m − r ≥ 2, φ

extends to a non-vanishing holomorphic function on Ω.

Fix p′ = (p, 0) ∈ Cr × Cm−r in V (I). Now we have

〈f, ∂̄iLK(n)
0 (·, w)〉 = ∂̄i〈f, LK(n)

0 (·, w)〉 = ∂̄i〈L∗f,K(n)
0 (·, w)〉 = 〈f, L∂̄iK(n)

0 (·, w)〉.

Since f is arbitrary in H(n)
0 , it follows that ∂̄iLK

(n)
0 (·, w) = L∂̄iK

(n)
0 (·, w), i = 1, 2. Let s1 and

s̃1 be sections of Q and Q̃ respectively, of the form (5.2.1), on Ur+1 ⊆ P1. As L commutes with

differentiation with respect to w, we have,

Ls1(θ) = L(∂̄r+1 + θr+2∂̄r+2 + ...+ θm∂̄m)nK(n)
0 (·, w)|w=p′

= (∂̄r+1 + θr+2∂̄r+2 + ...+ θm∂̄m)nLK(n)
0 (·, w)|w=p′

= {(∂̄r+1 + θr+2∂̄r+2 + ...+ θm∂̄m)nφ(w)K̃(n)
0 (·, w)}|w=p′

= {
∑n
i=0 (ni)(∂̄r+1+θr+2∂̄r+2+...+θm∂̄m)iφ(w)(∂̄r+1+θr+2∂̄r+2+...+θm∂̄m)n−iK̃

(n)
0 (·,w)}|w=p′ .

Since K̃(n)
0 (·, w) belongs to the canonical subspace H̃(n)

0 , it follows that

(∂̄r+1 + θr+2∂̄r+2 + ...+ θm∂̄m)n−iK̃(n)
0 (·, w)|w=p′ = 0
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at w = p′ ∈ V (I) for i > 0 Hence we have

Ls̃1(θ1) = φ(p′)(∂̄r+1 + θr+2∂̄r+2 + ...+ θm∂̄m)nK(n)
0 (·, w)|w=p′ = φ(p′)s1(θ).

From the unitarity of L, we conclude that

‖Ls̃1(θ)‖2 = |φ(p′)|2‖s1(θ)‖2.

Consequently, the line bundles determined by H(n)
0 and H̃(n)

0 on Pm−r−1 are equivalent.

5.2.1 The (λ, µ) examples: Weighted Bergman modules on unit bi-disc

Let H(λ,µ)(D2) be the weighted Bergman space determined by the reproducing kernel

K(λ,µ)(z, w) =
1

(1− z1w̄1)λ(1− z2w̄2)µ
, z, w ∈ D2.

Let H(λ,µ,n)
(p,q) be the submodule of H(λ,µ)(D2) consists of holomorphic functions vanishing up to

order n at the point (p, q) ∈ D2, n ≥ 2. From discussions in the section 1.3, it is clear that

the dimension of the joint kernel of H(λ,µ,n)
(p,q) jumps at the point (p, q) and hence H(λ,µ,n)

(p,q) is not

equivalent to H(λ′,µ′,n)
(p′,q′) if (p, q) 6= (p′, q′). So for a fixed point (p, q) ∈ D2, we want to determine

equivalence of any two module in the class {H(λ,µ,n)
(p,q) : λ, µ > 0}. In the following proposition

we have done the case when (p, q) = (0, 0) using the above theorem. For general (p, q), both

the theorem and proposition can be proved similarly with a change in coordinates by Möbius

transformation (see [14]).

Proposition 5.8. For n ≥ 2, H(λ,µ,n)
(0,0) and H(λ′,µ′,n)

(0,0′) are unitarily equivalent if and only if λ = λ′

and µ = µ′.

Proof. The reproducing kernel K(n)
0 (z, w) of H(λ,µ,n)

(0,0) is given by

K
(n)
0 (z, w) = (1− z1w̄1)−λ(1− z2w2)−µ −

n−1∑
k=0

∑
i,j≥0,i+j=k

bijz
i
1z
j
1w̄

i
1w̄

j
2

=
∞∑
k=n

∑
i,j≥0,i+j=k

bijz
i
1z
j
1w̄

i
1w̄

j
2

where

bij =
(
λ

i

)(
µ

j

)
=

1

‖ zi1z
j
1 ‖

2 , and
(
ν

l

)
=

{
ν...(ν+l−1)

l! , l ≥ 1;

1, l = 0.

Then

s1(θ1) = {(∂̄1 + θ1∂̄2)nKn
0 (·, w)}|w=(0,0) =

∑
i,j≥0,i+j=n

(
n

i

)
θ1
j ∂̄i1∂̄

j
2K

n
0 (·, w)}|w=(0,0)

=
∑

i,j≥0,i+j=n

(
n

i

)
i!j!bijzi1z

j
2θ1

j = n!
∑

i,j≥0,i+j=n

bijz
i
1z
j
2θ1

j
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Let us denote bi = bin−i for 0 ≤ i ≤ n. Hence s1(θ1) = n!
∑n

i=0 biz
i
1z
n−i
2 θ1

n−i. We note that

‖ s1(θ1) ‖2 = (n!)2
n∑
i=0

b2i ‖ zi1zn−i2 ‖2|θ1|2(n−i) = (n!)2
n∑
i=0

bi|θ1|2(n−i).

Let ai = bi/b0. Let K denote the curvature corresponding to the bundle Q which is determined

by the module H(λ,µ,n)
(0,0) . We obtain

K(θ1) = −∂θ1∂θ̄1 log(1 + a1|θ1|2 + . . .+ an|θ1|2n) = − ∂θ1
a1θ1 + . . .+ nanθ1

nθ̄n−1
1

1 + a1|θ1|2 + . . .+ an|θ1|2n

= −ab− |θ1|2c2

b2

where a = a1 + . . .+n2an|θ1|2(n−1), b = 1+a1|θ1|2 + . . .+an|θ1|2n and c = a1 + . . .+nan|θ1|2(n−1).

The curvature corresponding to the bundle Q′, which is determined by H(λ′,µ′,n)
(0,0′) , is given by

K′(θ1) = −a
′b′ − |θ1|2c′2

b′2
.

This easily follows from Lemma 5.5. If the modules H(λ,µ,n)
(0,0) and H(λ′,µ′,n)

(0,0′) are unitarily equivalent,

then K(θ1) = K′(θ1) for θ1 ∈ P1 ∩ {π(u) : u1 6= 0}. Thus

ab− |θ1|2c2

b2
=
a′b′ − |θ1|2c′2

b′2

which implies

bb′(ab′ − a′b) = |θ1|2(b′c− bc′)(b′c+ bc′). (5.2.2)

Now we have

bb′ = (1+a1|θ1|2+...+an|θ1|2n)(1+a′1|θ1|2+...+a′n|θ1|2n)

= {1+(a1+a′1)|θ1|2+(a2+a′2+a1a′1)|θ1|4...},

ab′−a′b = (a1+4a2|θ1|2+9a3|θ1|4+...+n2an|θ1|2(n−1))(1+a′1|θ1|2+a′2|θ1|4+...+a′n|θ1|2n)

−(a′1+4a′2|θ1|2+9a′3|θ1|4+...+n2a′n|θ1|2(n−1))(1+a1|θ1|2+a|θ1|4+...+an|θ1|2n)

= [(a1−a′1)+{4(a2−a′2)−(a1−a′1)}|θ1|2+{3(a′1a2−a1a′2)+9(a3−a′3)}|θ1|4+...],

b′c−bc′ = (1+a′1|θ1|2+a′2|θ1|4+...+a′n|θ1|2n)(a1+2a2|θ1|2+3a3|θ1|4+...+nan|θ1|2(n−1))

−(1+a1|θ1|2+a2|θ1|4+...+an|θ1|2n)(a′1+2a′2|θ1|2+3a′3|θ1|4+...+na′n|θ1|2(n−1))

= [(a1−a′1)+2(a1−a′2)|θ1|2+{3(a3−a′3)+a2a′1−a′2a1}|θ1|4+...],

b′c+bc′ = {(a1+a′1)+2(a2+a′2+a1a′1)|θ1|2+3(a3+a′3+a1a′2+a′1a2)|θ1|4+...}
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From (5.2.2), equating coefficients of |θ1|2n, for n ≥ 2, we find that λ = λ′ and µ = µ′. Equating

the constant term we get

a1 − a′1 = 0, that is, a1 = a′1, hence b1/b0 = b′1/b
′
0. (5.2.3)

Now equating the coefficient of |θ1|2 we have, {4(a2− a′2)− (a1− a′1)}+ (a1
2− a′1

2) = (a1
2− a′1

2).

Thus from (5.2.3), we have

a2 = a′2, that is, b2/b0 = b′2/b
′
0, and b2/b1 = b′2/b

′
1. (5.2.4)

Now
b1
b0

=
b1n−1

b0n
=

(
λ
1

)(
µ
n−1

)(
λ
0

)(
µ
n

) =
λµ(µ+1)...(µ+n−1−1)

(n−1)!

1µ(µ+1)...(µ+n−1)
n!

=
nλ

µ+ n− 1
.

Also
b2
b1

=
b2n−2

b1n−1
=

(
λ
2

)(
µ
n−2

)(
λ
1

)(
µ
n−1

) =
λ(λ+1)

2
µ(µ+1)...(µ+n−2−1)

(n−2)!

λµ(µ+1)...(µ+n−1−1)
(n−1)!

=
(n− 1)(λ+ 1)
2(µ+ n− 2)

.

From (5.2.3), we have

(λµ′ − λ′µ) + (n− 1)(λ− λ′) = 0. (5.2.5)

Also from (5.2.4), we have

(λµ′ − λ′µ) + (n− 2)(λ− λ′) = µ− µ′. (5.2.6)

Subtracting (5.2.6) from (5.2.5), we get λ−λ′ = −(µ−µ′) = κ(say), then λ′ = λ−κ and µ′ = µ+κ.

Again we use (5.2.3) to get λ(µ + κ) − (λ − κ)µ + (n − 1)κ = 0, that is, (λ + µ + n − 1)κ = 0.

Since λ+ µ+ n− 1 > 0, we have κ = 0 and consequently λ = λ′ and µ = µ′.

Remark 5.9. From Lemma 5.5, it follows that H(λ,µ,1)
(0,0) and H(λ′,µ′,1)

(0,0) are unitarily equivalent if

and only if λ = λ′ and µ = µ′.

5.2.2 The (n, k) examples

For a fixed natural number j, let Ij be the polynomial ideal generated by the set {zn1 , z
kj
1 z

n−kj
2 },

kj 6= 0. Let Mj be the closure of Ij in the Hardy space H2(D2). We claim that M1 and M2

are inequivalent as Hilbert module unless k1 = k2. From Lemma 1.11, it follows that both the

modules M1 and M2 are in B1(D2 \ X), where X := {(0, z) : |z| < 1} is the zero set of the

ideal Ij , j = 1, 2. However, there is a holomorphic Hermitian line bundle corresponding to these

modules on the projectivization of D2 \X at (0, 0) (cf. [14, pp. 264]). Following the proof of [14,

Theorem 5.1], we see that if these modules are assumed to be equivalent, then the corresponding

line bundles they determine must also be equivalent. This leads to contradiction unless k1 6= k2.
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Suppose L : M1 → M2 is given to be a unitary module map. Let Kj , j = 1, 2, be the

corresponding reproducing kernel. From Lemma 1.11, it follows that the joint kernel of Mj at the

point w ∈ D2 \X are one dimensional and spanned by the corresponding reproducing kernel Kj ,

j = 1, 2. Since L intertwines module actions, it follows that M∗pLK1(·, w) = p(w)LK1(·, w), p ∈
C[z]. Hence,

LK1(·, w) = ϕ(w)K2(·, w), for w /∈ X. (5.2.7)

We conclude that ϕ must be holomorphic on D2 \X since both LK1(·, w) and K2(·, w) are anti-

holomorphic in w. For j = 1, 2, let Qj be the holomorphic line bundle on P1 whose section on the

affine chart U1 = {π(u) : u1 6= 0}, by blowing up the origin, is given by

sj1(θ) = zn1 + θn−kjz
kj
1 z

n−kj
2 .

Consider the co-ordinate change (w1, w2)→ (ρ, θ) where w̄1 = ρ and w̄2ρθ on D2 \X. Note that

lim
w̄2
w̄1

=θ,w→0
|ϕ(ρ, θ)|2 =

1 + |θn−k1 |2

1 + |θn−k2 |2
. (5.2.8)

|ϕ(ρ.θ)| has a finite limit at (0, θ), say ϕ(θ). Then from (5.2.7), and the expression of

sj1(θ) = lim
w̄2
w̄1

=θ,w→0

Kj(·, w)
w̄n1

,

by a limiting argument, we find that Ls1
1(θ) = ϕ(θ)s2

1(θ). The unitarity of the map L implies that

‖s1
1(θ)‖2 = ‖Ls1

1(θ)‖2 = |ϕ(θ)|2‖s2
1(θ)‖2.

Consequently the line bundles Qj determined by Mj , j = 1, 2, on P1 are equivalent. We now

calculate the curvature to determine when these line bundles are equivalent. Since the monomials

are orthonormal, we note that the square norm of the section is given by

‖ sj1(θ) ‖2 = 1 + |θ|2(n−kj). (5.2.9)

In this case, the equation (5.2.8) is also straight forward from (5.2.9). Consequently the curvature

(actually coefficient of the (1, 1) form dθ ∧ dθ̄) of the line bundle on the affine chart U is given by

Kj(θ) = −∂θ∂θ̄log‖ sj1(θ) ‖2 = − ∂θ∂θ̄log(1 + |θ|2(n−kj))

= − ∂θ
(n− kj)θ(n−kj)θ̄(n−kj−1)

1 + |θ|2(n−kj)

= −(n− kj)2|θ|2(n−kj−1){1 + |θ|2(n−kj)} − (n− kj)2|θ|2(n−kj)|θ|2(n−kj−1)

{1 + |θ|2(n−kj)}2

= −(n− kj)2|θ|2(n−kj−1)

{1 + |θ|2(n−kj)}2
.
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So if the bundles are equivalent on P1, then K1(θ) = K2(θ) for θ ∈ U , and we obtain

(n− k1)2{|θ|2(n−k1−1) + 2|θ|2(n−k2)|θ|2(n−k1−1) + |θ|4(n−k2)|θ|2(n−k1−1)}

− (n− k2)2{|θ|2(n−k2−1) + 2|θ|2(n−k1)|θ|2(n−k2−1) + |θ|4(n−k1)|θ|2(n−k2−1)} = 0.

Since the equation given above must be satisfied by all θ corresponding to the affine chart U ,

it must be an identity. In particular, the coefficient of |θ|2{(n−k1)+(n−k2)−1} must be 0 implying

(n − k1)2 = (n − k2)2, that is, k1 = k2. Hence M1 and M2 are always inequivalent unless they

are equal.





6. Appendix

6.1 The curvature invariant

The usual proof that curvature is a complete invariant for a holomorphic Hermitian line bundle

makes crucial use of the existence of harmonic conjugate on a simply connected domain. Here we

give a simple proof using the existence of power series expansion for a real analytic function over

a domain in C.

Let (E, h) be a holomorphic Hermitian line bundle over Ω ⊂ C, where h(ω) = (γ(ω), γ(ω)), ω ∈
Ω, is the metric with respect to some nonzero holomorphic cross section γ for E. and K denote

the curvature of E. Let (Ẽ, h̃) be another holomorphic Hermitian line bundle over Ω. Two vector

bundles (E, h) and (Ẽ, h̃) are said to be locally equivalent if there exists open subset Ω0 of Ω and

a nowhere vanishing holomorphic function φ on Ω0 such that h̃(ω) = φ(ω)h(ω)φ(ω) for ω ∈ Ω0.

Remark 6.1. Though in general one should get φ on all of Ω, since we are dealing with equiva-

lences in Cowen-Douglas class, it is enough to consider this local equivalence.

Let K̃ be the curvature of the line bundle (Ẽ, h̃). Then assuming (E, h) and (Ẽ, h̃) are locally

equivalent, we have

K̃(ω) = − ∂2

∂ω∂ω
log h̃(ω) = − ∂2

∂ω∂ω
log{φ(ω)h(ω)φ(ω)} = − ∂2

∂ω∂ω
log{|φ(ω)|2h(ω)}

= − ∂2

∂ω∂ω
log |φ(ω)|2 − ∂2

∂ω∂ω
log h(ω) = − ∂2

∂ω∂ω
log h(ω) = K(ω),

in some open subset of Ω.Here, we have ∂2

∂w∂w̄ log|φ(w)|2 = 0, since φ is holomorphic. Now we

prove the converse.

Proposition 6.2. If K = K̃ in some open subset of Ω, then (E, h) and (Ẽ, h̃) are locally equivalent.

Proof. Since h is real (positive) analytic on Ω, log h is also real analytic for ω ∈ Ω and admits power

series expansion around w ∈ Ω. Assume w = 0 for simplicity. Let log h(ω) =
∑∞

m,n=0 amnω
mωn

on some open subset Ω0 of Ω containing 0. Then

K(ω) = − ∂2

∂ω∂ω
log h(ω) = −

∞∑
m,n=1

mn amnω
m−1ωn−1

=
∞∑

m,n=0

(m+ 1)(n+ 1)am+1,n+1ω
mωn
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So if, K(ω) =
∑∞

m,n=0 kmnω
mωn, we get kmn = − (m+ 1)(n+ 1)am+1,n+1 for m,n ≥ 0, which

implies,

am+1,n+1 =
kmn

(m+ 1)(n+ 1)
, m, n ≥ 0. (6.1.1)

Thus to determine the metric from curvature, we see that all coefficients except those of the

form am0 and a0n are known. Since log h is real analytic, it follows that

∞∑
m,n=0

amnω
mωn =

∞∑
m,n=0

amnω
nωm

Equating coefficients ωmωn, we get amn = anm for m,n ≥ 0. In particular, we have am0 = a0m

for m ≥ 0. The power series

(a00/2) +
∞∑
m=1

am0ω
m

defines a holomorphic function in a neighborhood of 0, say φ. Also let

h0(ω) =
∞∑

m,n=0

kmn
(m+ 1)(n+ 1)

ωm+1ωn+1

for ω ∈ Ω0. From (1) it follows that log h(ω) = φ(ω) + φ(ω) + h0(ω) implying that

h(ω) = exp(φ(ω)) exp(h0(ω)) exp(φ(ω))

for ω ∈ Ω0.

Now K(ω) = K̃(ω) implies that h0(ω) = h̃0(ω) in some small enough neighborhood of 0 ∈ Ω0.

Thus h̃(ω) = exp(φ̃(ω) − φ(ω)) h(ω) exp(φ̃(ω)− φ(ω)), that is, h̃(ω) = ϕ(ω) h(ω) ϕ(ω) for

the holomorphic function ϕ(ω) = exp(φ̃(ω) − φ(ω)) on Ω in some small enough neighborhood

of 0. This completes the proof.

Now suppose (E, h) and (Ẽ, h̃) are holomorphic Hermitian vector bundle of rank n over Ω ⊂ C.

In this case, (E, h) and (Ẽ, h̃) are said to be locally equivalent if there exist a holomorphic function

X : Ω0 → GL(Cn), Ω0 open subset of Ω, such that h̃(ω) = X(ω)∗h(ω)X(ω). Again, assuming

that (E, h) and (Ẽ, h̃) are locally equivalent, we have

K̃(ω) = ∂{h̃(ω)
−1
∂h̃(ω)}

= ∂ [X(ω)−1h(ω)−1X(ω)∗−1{X(ω)∗∂h(ω)X(ω) +X(ω)∗h(ω)∂X(ω)}]

= ∂{X(ω)−1h(ω)−1∂h(ω)X(ω) +X(ω)−1∂X(ω)−1}

= X(ω)−1K(ω)X(ω).

In this case the curvatures are conjugate to each other rather than being equal. We want to see

to what extent it is possible to recover the metric from curvature. We show that if the metric
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is normalized in the sense of Curto and Salinas[11, page - 473], then it is determined from the

curvature.

Since h is a real analytic function on Ω, we can find a positive definite kernel ĥ : Ω ×
Ω −→ Mn(C), holomorphic in the first and anti-holomorphic in the second variable, such that

ĥ(ω, ω)
tr

= h(ω), by polarising h. A kernel K is said to be normalized at w0 ∈ Ω if K(z, w0) = I.

Definition 6.3. The metric h is said to be normalized at w0 ∈ Ω if ĥ is normalized at w0 ∈ Ω.

Remark 6.4. Assume w0 = 0. If h(ω) =
∑∞

m,n=0 hmnω
mωn, then

ĥ(z, w) =
∞∑

m,n=0

hnm
tr
zmwn,

where hmn ∈Mn(C). If h is normalized at 0, then ĥ(z, 0) = I, z ∈ Ω. Hence
∑∞

m=0 h0m
tr
zm = I.

Comparing the coefficients both sides we have h00
tr = I and h0m

tr = 0, that is, h00 = I and

h0m = 0 for all m ≥ 0. As ĥ is positive definite, we also have hm0 = 0 for all m ≥ 0.

Theorem 6.5. If (E, h) and (Ẽ, h̃) are holomorphic vector bundles equipped with the normalized

metric over Ω and K and K̃ be respectively the corresponding curvatures, then (E,H) and (Ẽ, h̃)

are locally equivalent if and only if there exist a constant unitary U such that K̃(ω) = U∗K(ω)U

for ω in some open subset of Ω.

Proof. If h and K be respectively the metric and curvature for the rank n complex bundle E,

then we know that K = ∂(h−1∂h). There exist a real analytic function g on Ω such that

hg = I. (6.1.2)

Let h(ω) =
∑∞

i,j=0 hijω
iωj and g(ω) =

∑∞
i,j=0 gijω

iωj for ω in some open subset Ω0 of Ω,

where hij , gij ∈ Mn(C) for i, j ≥ 0. Putting ω = 0, from (6.1.2), we get h00 g00 = I. For

l, k ≥ 0, we also have

0 = ∂
k
∂l(hg) =

l∑
i=0

(
l

i

)
∂
k (∂l−ih ∂ig) =

l∑
i=0

k∑
j=0

(
l

i

)(
k

j

)
(∂k−j∂l−ih) (∂j∂ig)

Putting ω = 0 we get

l∑
i=0

k∑
j=0

(
l

i

)(
k

j

)
hl−i,k−j gij = 0. (6.1.3)

From (6.1.3), for l = 1 and k = 0 we have

g10 = − h00
−1 h10 h00

−1

and for l = 0 and k = 1,

g10 = − h00
−1 h10 h00

−1.
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Then by inductively we first get gm0 (putting l = m and k = 0) and g0n (putting l = 0 and

k = n). Recursively then we get gmk’s for k < m and gkn’s for k < n and hence we can calculate

gmn for general m and n. Now we have

∂
n
∂mK = ∂

n
∂m{∂(g ∂h)} = ∂

n
∂m(∂g ∂h+ g ∂∂h)

=
m∑
i=0

(
m

i

)
∂
n{(∂∂m−ig)(∂ih) + (∂m−ig)(∂i∂∂h)}

=
m∑
i=0

(
m

i

)
[
n∑
j=0

(
n

j

)
{(∂n−j∂i+1h)(∂j+1

∂m−i) + (∂n−j∂m−ig)(∂j+1
∂m−ih)}]

=
m∑
i=0

n∑
j=0

(
m

i

)(
n

j

)
{(∂n−j∂i+1h)(∂j+1

∂m−i) + (∂n−j∂m−ig)(∂j+1
∂m−ih)}

Let K(ω) =
∑∞

i,j=0 kijω
iωj for w in some small enough neighborhood of 0, where kij ∈Mn(C).

Putting ω = 0, from the above equations we have,

m!n! kmn =
m∑
i=0

n∑
j=0

(
m

i

)(
n

j

)
{(i+ 1)!(n− j)!hi+1,n−j (m− i)!(j + 1)!gm−i,j+1 +

(m− i)!(n− j)!gm−i,n−j (j + 1)!(i+ 1)!hi+1,j+1}

=
m∑
i=0

n∑
j=0

m!n!(i+ 1)(j + 1)(hi+1,n−j gm−i,j+1 + hi+1,j+1 gm−i,n−j)

which implies that

kmn =
m∑
i=0

n∑
j=0

(i+ 1)(j + 1)(hi+1,n−j gm−i,j+1 + hi+1,j+1 gm−i,n−j) (6.1.4)

Now as h is a normalized metric, via Remark 6.4, we have, h00 = Idn and hm0 = 0 = h0n.

Thus from equation (6.1.3), we get g00 = Idn and gm0 = 0 = g0n. Putting m = 0 = n in

(6.1.4), we get h11 = k00. Then by inductively we first get hm1 and h1n. Recursively then we

get hmk’s for k < m and hkn’s for k < n and hence we can calculate hmn for general m and n

which shows that the metric in this case is determined uniquely.

Following [11] or by comparing coefficients, we note that if both h and h̃ are normalized

then (E, h) and (Ẽ, h̃) are locally equivalent if there exist a constant unitary U such that

h̃(ω) = U∗h(ω)U, for ω in some open subset Ω0 of Ω. Hence

K̃(ω) =
∂

∂ω
{h̃(ω)

−1 ∂

∂ω
h̃(ω)} =

∂

∂ω
{(U∗h(ω)U)−1 ∂

∂ω
U∗h(ω)U}

=
∂

∂ω
[U∗h(ω)−1UU∗{ ∂

∂ω
h(ω)}U ] = U∗

∂

∂ω
{h(ω)−1 ∂

∂ω
h(ω)}U

= U∗K(ω)U.

Conversely if the corresponding curvatures are equivalent, that is, if K̃(ω) = U∗K(ω)U, for ω in

some open subset Ω0 of Ω, then from the preceding computations, it follows that h̃(ω) = U∗h(ω)U,

ω ∈ Ω0.
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For simplicity, we have given the proof of the theorem above over domains in C. However,

similar but somewhat more involved computation show that the proof is valid for domains in

Cm, m > 1.

6.2 Some curvature calculations

Let H(λ,µ) be a reproducing kernel Hilbert space of holomorphic functions on D2 with reproducing

kernel

K(z, w) =
1

(1− z1w̄1)λ(1− z2w̄2)µ
, for z = (z1, z2), w = (w1, w2) ∈ D2.

Define H(λ,µ)
(0,0) to be the subspace of functions in H(λ,µ) which vanish at the point (0, 0) in the

bidisc, that is, H(λ,µ)
(0,0) = {f ∈ H(λ,µ) : f(0, 0) = 0}. From Lemma 1.11 and Corollary 2.14, we

know that H(λ,µ)
(0,0) does not belong to the class B1(D2), but it is in B1(D2 \{(0, 0)}) To decide when

two modules in the set

{H(λ,µ)
(0,0) : λ, µ > 0} (6.2.1)

are unitary equivalent, we calculate curvature of the line bundle corresponding to H(λ,µ)
(0,0) , λ, µ > 0,

on D2 \ {(0, 0)}. Let K(λ,µ)
0 be the reproducing kernel for H(λ,µ)

(0,0) . Then we have

K
(λ,µ)
0 (z, w) =

1
(1− z1w̄1)λ(1− z2w̄2)µ

− 1, for z = (z1, z2), w = (w1, w2) ∈ D2.

We have K(λ,µ)
0 (P, P ) = 1

(1−|p|2)λ
− 1 > 0 for P = (p, 0) ∈ D2 \ {(0, 0)}. We normalize the kernel

K
(λ,µ)
0 at P , as in the equation 1.2.2. Then

K̂
(λ,µ)
0 (z, w)

= { 1
(1− |p|2)λ

− 1}{ 1
(1− z1p̄)λ

− 1}−1{ 1
(1− pw̄1)λ

− 1}−1{ 1
(1− z1w̄1)λ(1− z2w̄2)µ

− 1}

for z = (z1, z2), w = (w1, w2) ∈ Ω0, for some neighborhood Ω0 of P . From [30, Lemma 2.3], to

calculate the curvature, it is enough to calculate the coefficients of |w1 − p|2, |w2|2, (w̄1 − p̄)w2

and (w1 − p)w̄2 in the expansion of K̂(λ,µ)
0 (w,w) around P . To calculate these coefficients, we

note that evaluation of certain number of derivative of K̂(λ,µ)
0 at P will be enough. Let us first

calculate the coefficient of |w2|2, which is

= µ[{ 1
(1− |p|2)λ

− 1}(1− |p|2)λ]−1 = µ{1− (1− |p|2)λ}−1.

Hence if the modules H(λ,µ)
(0,0) and H(λ′,µ′)

(0,0) are equivalent, then

µ

{1− (1− |p|2)λ}
=

µ′

{1− (1− |p|2)λ′}
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for arbitrary p ∈ D \ {0}. Let us take p = 1/
√

2 and p =
√

3/2. We have the following equations,

µ{1− (
1
2

)λ
′} = µ′{1− (

1
2

)λ} and µ{1− (
1
4

)λ
′} = µ′{1− (

1
4

)λ}.

Then

{1− (1
2)λ
′}

{1− (1
4)λ′}

=
{1− (1

2)λ}
{1− (1

4)λ}
, which implies

1
{1 + (1

2)λ′}
=

1
{1 + (1

2)λ}
, and therefore 2λ = 2λ

′
.

Thus λ = λ′ and then it follows that µ = µ′. Clearly, these computions would be impractical if we

have to compare two modules vanishing to order k, k > 1 or on a variety of positive dimension.



Bibliography

[1] O. P. Agrawal and N. Salinas, Sharp kernels and canonical subspaces (revised), Amer. J.

Math. 110 (1988), no. 1, 23–47. MR MR926737 (89g:47026)

[2] P. R. Ahern and D. N. Clark, Invariant subspaces and analytic continuation in several vari-

ables., J. Math. Mech. 19 (1969/1970), 963–969. MR MR0261340 (41 #5955)

[3] N. Aronszajn, Theory of reproducing kernels, Trans. Amer. Math. Soc. 68 (1950), 337–404.

MR MR0051437 (14,479c)

[4] A. Beurling, On two problems concerning linear transformations in Hilbert space, Acta Math.

81 (1948), 239–255. MR MR0027954 (10,381e)

[5] S. Biswas and G. Misra, Resolution of singularities for a class of Hilbert modules, preprint,

ArXiv:1003.4935 (2009).

[6] S. Biswas, G. Misra, and M. Putinar, Unitary invariants for Hilbert modules of finite rank,

preprint, ArXiv:0909.1902 (2009).

[7] X. Chen and K. Guo, Analytic Hilbert modules, Chapman & Hall/CRC Research Notes in

Mathematics, vol. 433, Chapman & Hall/CRC, Boca Raton, FL, 2003. MR MR1988884

(2004d:47024)

[8] M. J. Cowen and R. G. Douglas, Complex geometry and operator theory, Acta Math. 141

(1978), no. 3-4, 187–261. MR MR501368 (80f:47012)

[9] , On moduli for invariant subspaces, Invariant subspaces and other topics
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