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Abstract

LetΩ⊆Cm be a bounded connected open set and H ⊆O (Ω) be an analytic Hilbert module,

i.e., the Hilbert space H possesses a reproducing kernel K , the polynomial ring C[z] ⊆ H

is dense and the point-wise multiplication induced by p ∈ C[z] is bounded on H . We fix

an ideal I ⊆ C[z] generated by p1, . . . , pt and let [I ] denote the completion of I in H . Let

X : [I ] →H be the inclusion map. Thus we have a short exact sequence of Hilbert modules

0 [I ] H Q 0,X π where the module multiplication in the quotient

Q := [I ]⊥ is given by the formula mp f = P[I ]⊥(p f ), p ∈ C[z], f ∈ Q. The analytic Hilbert

module H defines a subsheaf S H of the sheaf O (Ω) of holomorphic functions defined onΩ.

For any open U ⊂Ω, it is obtained by setting

S H (U ) :=
{ n∑

i=1
( fi |U )hi : fi ∈H ,hi ∈O (U ),n ∈N

}
.

This is locally free and naturally gives rise to a holomorphic line bundle on Ω. However, in

general, the sheaf corresponding to the sub-module [I ] is not locally free but only coherent.

Building on the earlier work of S. Biswas, a decomposition theorem is obtained for the

kernel K[I ] along the zero set V[I ] := {
z ∈ Cm : f (z) = 0, f ∈ [I ]

}
which is assumed to be a

submanifold of codimension t : There exists anti-holomorphic maps F1, . . . ,Ft : V[I ] → [I ]

such that

K[I ](·,u) = p1(u)F 1
w (u)+·· ·pt (u)F t

w (u), u ∈Ωw ,

in some neighbourhoodΩw of each fixed but arbitrary w ∈V[I ] for some anti-holomorphic

maps F 1
w , . . . ,F t

w : Ωw → [I ] extending F1, . . . ,Ft . The anti-holomorphic maps F1, . . . ,Ft are

linearly independent on V[I ], defining a rank t anti-holomorphic Hermitian vector bundle on

it. This gives rise to complex geometric invariants for the pair ([I ],H ).

Next, using a decomposition formula obtained from an earlier work of Douglas, Misra

and Varughese, the maps F1, . . . ,Ft : V[I ] → [I ] are explicitly determined with the additional
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assumption that pi , p j are relatively prime for i 6= j . Using this, a line bundle on V[I ] ×Pt−1 is

constructed via the monoidal transformation around V[I ] which provides useful invariants for

([I ],H ).

Localising the modules [I ] and H at w ∈Ω, we obtain the localization X (w) of the module

map X . The localizations are nothing but the quotient modules [I ]/[I ]w and H /Hw , where

[I ]w and Hw are the maximal sub-modules of functions vanishing at w . These clearly define

anti-holomorphic line bundles E[I ] and EH , respectively, on Ω \ V[I ]. However, there is a

third line bundle, namely, Hom(EH ,E[I ]) defined by the anti-holomorphic map X (w)∗. The

curvature of a holomorphic line bundle L on Ω, computed with respect to a holomorphic

frame γ is given by the formula

KL (z) =
m∑

i , j=1

∂2

∂zi∂z̄ j
log‖γ(z)‖2d zi ∧d z̄ j .

It is a complete invariant for the line bundle L . The alternating sum

A[I ],H (w) :=KX (w)−K[I ](w)+KH (w) = 0, w ∈Ω\V[I ],

where KX , K[I ] and KH denote the curvature (1,1) form of the line bundles EX , E[I ] and

EH , respectively. Thus it is an invariant for the pair ([I ],H ). However, when I is principal,

by taking distributional derivatives, A[I ],H (w) extends to all ofΩ as a (1,1) current. Consider

the following diagram of short exact sequences of Hilbert modules:

(1)

0 [I ] H Q 0

0 [Ĩ ] H̃ Q̃ 0,

X

L

π

X̃ π̃

(2)

[I ] H

[Ĩ ] H̃

X

L

X̃

It is shown that if A[I ],H (w) = A[Ĩ ],H̃ (w), then L|[I ] makes the second diagram commute.

Hence, if L is bijective, then [I ] and [Ĩ ] are equivalent as Hilbert modules. It follows that the

alternating sum is an invariant for the “rigidity” phenomenon.
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Chapter 1

Introduction

1.1 Preliminaries

The notion of a Hilbert module over a function algebra was introduced by R. G. Douglas in the

late eighties. Over the past couple of decades, problems of multi-variate operator theory have

been discussed using the language of these Hilbert modules. In this thesis, we continue this

tradition. Let us begin by setting up some conventions that will be in force throughout.

1. C[z] :=C[z1, . . . , zm] is the polynomial ring in m variables.

2. Ω⊆Cm is an open connected and bounded set.

3. O (Ω) is the ring of holomorphic functions on the bounded domainΩ.

4. H is a complex separable Hilbert space and L (H ) is the algebra of bounded linear

operators on H .

Definition 1.1.1. For 1 ≤ i ≤ m, let Ti : H → H be a commuting set of bounded linear

operators on the Hilbert space H . Set T = (T1, . . . ,Tm). For any polynomial p, the map

(p,h) → p(T )h, h ∈H , is clearly a module multiplication, that is, p → mp := p(T ) is an algebra

homomorphism from C[z1, . . . , zm] to L (H ). The Hilbert space H is said to be a Hilbert mod-
ule over the polynomial ringC[z1, . . . , zm]. A closed subspace H0 ⊆H is said to be a sub-module
of H if it is invariant under the module multiplication, i.e., mp f ∈ H0 for all f ∈ H0. The

quotient module Q is the quotient space H /H0, which is the ortho-compliment of H0 in H .

The module multiplication on this space is defined by compression of the multiplication on

H to Q, i.e., mp f = PH ⊥
0

(
mp f

)
, f ∈Q.

(The original definition of the Hilbert module required the module map to be continuous

in both the variables, however, we won’t require this. )
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Two Hilbert modules H and H̃ are said to be “unitarily” equivalent if there exists a unitary

module map θ : H → H̃ intertwining the module maps, m and m̃, that is, m̃pθ = θmp .

In this thesis, we will be studying the Hilbert modules closely related to the Hilbert modules

in the Cowen-Douglas class B1(Ω), namely, analytic Hilbert modules. To describe these, we first

recall the notion of a kernel function which is an essential tool for this work.

Definition 1.1.2. Let K :Ω×Ω→Cbe a function holomorphic in the first and anti-holomorphic

in the second variable. Assume that K (z, w) = K (w, z) and that it is non-negative definite:〈((
K (zi , z j )

))
x, x

〉≥ 0, {z1, . . . , zn} ⊆Ω, x ∈Cn , n ∈N.

Let kw be the holomorphic function defined by kw (z) := K (z, w).

Let H 0 be the linear span of the vectors {kw : w ∈Ω}. For any finite subset {z1, . . . , zn} ofΩ

and complex numbers x1, . . . , xn , set∥∥∥ n∑
i=1

x j kz j

∥∥∥2
:= 〈((

K (zi , z j )
))

x, x
〉

,

where x is the vector whose i -th coordinate is xi . Since K is assumed to be non-negative

definite, this defines a semi-norm on the linear space H 0.

Now, the sesquilinear form K (z, w) = 〈K (·, w),K (·, z)〉 is non-negative definite by assump-

tion. However, for f ∈H 0, Cauchy-Schwarz gives

| f (w)|2 = |〈 f ,K (·, w)〉|2 ≤ ‖ f ‖2K (w, w), w ∈Ω.

It follows that if ‖ f ‖ = 0, then f is the zero vector in H 0. Thus the semi-norm defined by K , as

above, is indeed a norm on H 0. The completion of H 0 equipped with this norm is a Hilbert

space, which consists of holomorphic functions onΩ (cf. [2]). The function kw := K (·, w), then

has the reproducing property, namely,

〈 f ,kw 〉 = f (w), f ∈H , w ∈Ω.

Conversely, assume that the point evaluation ew : H → C, w ∈ Ω, on a Hilbert space

H ⊆ O (Ω) is bounded, that is, | f (w)| ≤ C‖ f ‖, f ∈ H . Then f (w) = 〈 f ,kw 〉 for some vector

kw ∈H . It follows that e∗
w = kw . Let K (z, w) = ezkw = eze∗

w . The function K is holomorphic in

the first variable and anti-holomoprhic in the second. Also, K (z, w) = K (w, z). Finally, for any

finite subset {z1, . . . , zn} ofΩ, we have

0 ≤
∥∥∥ n∑

i=1
x j kz j

∥∥∥2 =
n∑

i , j=1
x̄i x j K (zi , z j ) = 〈((

K (zi , z j )
))

x, x
〉

(1.1)

The non-negative definite function K is said to be the reproducing kernel of the Hilbert space

H .
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We will be studying a class B1(Ω) of Hilbert modules closely related to analytic Hilbert

modules. We complete the study of these Hilbert modules, which was initiated in [3], in some

respects. First we recall the notion of an analytic Hilbert module.

Definition 1.1.3. A Hilbert module H ⊆ O (Ω) over the polynomial ring C[z] is said to be an

analytic Hilbert module if it possesses a reproducing kernel K and the polynomial ring C[z] is

included in H and it is dense. In particular, K (w, w) 6= 0, w ∈Ω.

There are several notions, namely, locally free modules [7], modules with sharp kernels [1],

quasi-free modules [16], which are closely related to the notion of analytic Hilbert modules. In

all of these variants, the definition ensures the existence of a holomorphic Hermitian vector

bundle corresponding to these Hilbert modules. The fundamental theorem of Cowen and

Douglas then applies and says that the equivalence class of the Hilbert modules and those

of the vector bundles determine each other. Finding tractable invariants for these remains a

challenge.

It is easy to verify that M∗
p kw = p(w)kw , or equivalently, kw is in ker(Mp −p(w))∗. If H is

an analytic Hilbert module, then it follows that the dim∩m
i=1 ker(Mi −wi )∗ = 1, w ∈Ω, where

Mi is the operator of multiplication by the coordinate function zi on H . This is easily verified

as follows. For any f ∈∩m
i=1 ker(Mi −wi )∗, p ∈C[z], we have

〈 f , p〉 = 〈M∗
p f ,1〉 = 〈p(w) f ,1〉 = 〈akw , p〉,

where a = 〈 f ,1〉. Therefore, if H is an analytic Hilbert module, then the dimension of the joint

kernel ∩m
i=1 ker(Mi −wi )∗ is 1 and is spanned by the vector kw . Hence the map γ :Ω∗ → H ,

γ(w) = kw̄ is holomorphic for w ∈ Ω∗ := {w ∈ Cm : w̄ ∈ Ω}. Thus it defines a holomorphic

Hermitian line bundle L onΩ∗. If α is a non-vanishing holomorphic function defined onΩ∗,

then α(w)γ(w) serves as a holomorphic frame for the line bundle L as well. The Hermitian

structures induced by these two holomorphic frames are ‖γ(w)‖2 and |α(w)|2‖γ(w)‖2, respec-

tively. These differ by the absolute square of a non-vanishing holomorphic function. However,

the curvature KL defined relative to either one of these two frames is the same and therefore

serves as an invariant for the holomorphic Hermitian line bundle L . Recall that the curvature

of L is defined to be the (1,1) form:

KL (z) :=
n∑

i , j=1

∂2

∂zi∂z̄ j
log‖γ(z)‖2d zi ∧d z̄ j .

The fundamental theorem proved by Cowen and Douglas in [10], then says that two analytic

Hilbert modules are equivalent if and only if their curvatures are equal. However, there is a

large class of Hilbert modules, where the dimension of the joint kernel ∩m
i=1 ker(Mi −wi )∗ is

not constant.



4 Chapter 1 : Introduction

Example 1.1.4. The basic example of this phenomenon is the sub-module H 2
(0,0)(D

2) of func-

tions vanishing at (0,0) of the Hardy module H 2(D2). In this case, it is easy to verify (cf. [18])

that
2⋂

i=1
ker(Mi −wi )∗ =

 1
(1−w̄1z1)(1−w̄2z2) if (w1, w2) 6= (0,0)

{a1z1 +a2z2 : a1, a2 ∈C} if (w1, w2) = (0,0).

We investigate a class of sub-modules of analytic Hilbert modules like the sub-module

H 2
(0,0)(D

2) of the Hardy module H 2(D2). First, we recall the following definition from [3].

Definition 1.1.5. The class B1(Ω) consists of Hilbert modules H ⊆O (Ω) possessing a repro-

ducing kernel K and such that dim∩m
i=1 ker(Mi −wi )∗ <∞, w ∈Ω.

All the analytic Hilbert modules H ⊆O (Ω) are in B1(Ω). However, the reproducing kernel

K of a Hilbert module in B1(Ω) may vanish – K (w, w) = 0 for w in some closed subset ofΩ –

unlike the case of the analytic Hilbert modules. Indeed the modules in this class are the ones

where the dimension of the joint kernel ∩m
i=1 ker(Mi −wi )∗ of the module multiplication is not

necessarily constant. Therefore the techniques from complex geometry developed in [10, 12]

do not apply directly.

Cowen and Douglas had observed in [11] that all sub-modules of the Hardy module H 2(D)

are equivalent. However, in more than one more variable, this is no longer true. Indeed,

H 2
(0,0)(D

2) is not equivalent to the Hardy module H 2(D2). Thus it is natural to ask when two

sub-modules of a Hilbert module are equivalent. This was studied vigorously giving rise to the

rigidity phenomenon, see [20]. One of the useful techniques here is the method of “localization”,

which is described below.

Let M1 and M2 be two Hilbert modules over the polynomial ring C[z]. The Hilbert space

tensor product M1 ⊗M2 of these two Hilbert modules has two natural module multiplications,

namely, mp ⊗ Id( f1 ⊗ f2) = mp ( f1)⊗ f2 and Id⊗mp ( f1 ⊗ f2) = f1 ⊗mp ( f2). The module tensor

product M1 ⊗C[z] M2 is obtained by identifying the space on which these two multiplications

coincide. Set

N := {mp f1 ⊗ f2 − f1 ⊗mp f2 : f1 ∈M1, f2 ∈M2, p ∈C[z]}.

The subspace N is a sub-module for both the left and the right multiplications: mp ⊗ Id and

Id⊗mp . On the quotient N ⊥ = (M1 ⊗M2)ªN , these two module multiplications coincide

(cf. [19]). The quotient Hilbert space N ⊥ equipped with this multiplication is the module

tensor product.

We consider the special case H ⊗C[z] Cw , where Cw is the evaluation module, the one

dimensional Hilbert module, where the module multiplication is defined by evaluation at w :

mp (λ) = p(w)λ, w ∈Ω, p ∈C[z]. In H , let J (w) denote the joint kernel ∩m
i=1 ker(Mi −wi )∗ =

∩p∈C[z] ker(Mp −p(w))∗. We have the following useful lemma.
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Lemma 1.1.6. Let H ⊆O (Ω) be a Hilbert module. For any w ∈Ω, we have the equality

H ⊗C[z]Cw =
(
J (w)

)
⊗C.

Proof. The proof consists of the following string of equalities:

H ⊗C[z]Cw = (
H ⊗C)

/
{

p f ⊗λ− f ⊗p(w)λ : f ∈H , p ∈C[z],λ ∈C}
= {

(p −p(w)) f ⊗λ : f ∈H , p ∈C[z],λ ∈C}⊥
= {

g ⊗µ ∈H ⊗C : 〈g , (p −p(w)) f 〉µλ̄= 0, f ∈H , p ∈C[z],λ ∈C}
= {

g ⊗µ : 〈M∗
p−p(w)g , f 〉 = 0, f ∈H , p ∈C[z],λ ∈C}

=
(
J (w)

)
⊗C.

These equalities are easily verified.

Any module map L : H → H̃ must map the joint kernel J (w) ⊆H into the joint kernel

J̃ (w) ⊆ H̃ . If the map L is assumed to be invertible then its restriction to the kernel J (w) ⊆H

is evidently an isomorphism. Thus we have proved the following Proposition.

Proposition 1.1.7. Suppose H and H̃ are two Hilbert module in O (Ω), which are isomorphic

via an invertible module map. Then H ⊗C[z]Cw and H̃ ⊗C[z]Cw are isomorphic for each w ∈Ω.

Therefore, dimJ (w) is clearly an invariant for the class of Hilbert modules in O (Ω). For an

analytic Hilbert module, this is a constant function.

Now we observe (as in [18]), for the Hardy module H 2(D2), dimJ (w) is identically 1 for all

w ∈D2 while for the sub-module H 2
(0,0)(D

2), it equals 1 for w 6= (0,0) but is equal to 2 at (0,0).

Thus H 2(D2) and H 2
(0,0)(D

2) are not equivalent via any invertible module map.

The module tensor product H ⊗C[z]Cw is said to be the localization of H at w and the set

Sp(H ) := {
H ⊗C[z]Cw : w ∈Ω}

is said to be the spectral sheaf. When H ⊆O (Ω) is an analytic

Hilbert module, the spectral sheaf determines an anti-holomorphic line bundle via the frame

1⊗C[z] 1w . The Hermitian structure is induced from H ⊗C[z] Cw . In general, however, the

spectral sheaf is a direct sum of k copies of Cw , where k is between 1 and t , which is the rank

of H , see below. In what follows, it will be convenient to use the notion of locally free module
of rank n over Ω∗ := {w ∈Cm : w̄ ∈Ω}, where Ω is some open bounded subset of Cm.

Definition 1.1.8 (Definition 1.4, [10]). Let H be a Hilbert module overC[z]. LetΩ be a bounded

open connected subset of Cm . We say H is locally free of rank n at w0 in Ω∗ if there exists

a neighbourhoodΩ∗
0 of w0 and holomorphic functions γ1,γ2, . . . ,γn :Ω∗

0 →H such that the

linear span of the set of n vectors {γ1(w), . . . ,γn(w)} is the module tensor product H ⊗C[z]Cw̄ .

Following the terminology of [7], we say that a module H is locally free onΩ∗ of rank n if it is

locally free of rank n at every w inΩ∗.
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Thus an analytic Hilbert module H ⊆O (Ω) is locally free on Ω∗ of rank 1. On the other
hand, if H is locally free on Ω, we assume for simplicity, of rank 1, then, for each w0 ∈Ω, there
exists a neighbourhood Ω0 such that H is in B1(Ω∗

0 ). Moreover, in this case, dimJ (w) = 1,
w ∈Ω.

The typical example that we will be considering is the one where H0 is a sub-module of an
analytic Hilbert module H with H0 of the form [I ], the completion of the polynomial ideal I

in the norm topology of H .

Proposition 1.1.9. The sub-module [I ] of an analytic Hilbert module H ⊆O (Ω) is in B1(Ω).

Proof. We observe that

dim
m⋂

i=1
ker(Mi −wi )∗ = dimJ (w)

= dim
(
[I ]⊗C[z]Cw

)
.

Since the polynomial ring is Noetherian, it follows that [I ] is finitely generated. Now, from [19,

Lemma 5.11], it follows that the dim
(
[I ]⊗C[z]Cw

)
is finite, completing the proof.

In these examples, we have the following Lemma from [5, Lemma 1.3]. Set V[I ] := {
z ∈Ω :

f (z) = 0, f ∈ [I ]
}
.

Lemma 1.1.10. The sub-module [I ] of an analytic Hilbert module H ⊆O (Ω) is locally free on

Ω∗ of rank 1 if the ideal I is principal while if p1, . . . pt , t > 1, is a minimal set of generators for

I , then [I ] is locally free on (Ω\V[I ])∗ of rank 1.

Now, we have the following description of the spectral sheaf for a Hilbert module of the
form [I ] possessing a minimal set of generators, say, {p1, . . . , pt }. For w ∈Ω \ V[I ], we have
[I ]⊗C[z]Cw = pi ⊗C[z] 1w , 1 ≤ i ≤ t . However, note that

pi ⊗C[z] 1w = PJ (w)⊗C(pi ⊗1)

= (
PC[K[I ](·,w)] ⊗1

)
(pi ⊗1)

= pi (w)
K[I ](w,w) K[I ](·, w)⊗1.

Here C[K[I ](·, w)] denotes the one dimensional space spanned by the vector K (·, w). Thus
the set of vectors pi ⊗C[z] 1w are linearly dependent and therefore dim[I ]⊗C[z] Cw = 1 for
w ∈Ω\V[I ]. Based on this observation and explicit computations in simple examples, it was
conjectured in [18] that

dim[I ]⊗C[z]Cw =
1 for w ∈Ω\V[I ]

codim of V[I ] for w ∈V[I ]
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This formula is shown to be false in general by means of several examples by Duan and Guo, in
the paper [21]. They show that the formula given above is valid if the ideal I has any one of
the following properties:

1. I is singly generated,

2. I is a prime ideal in C[z1, z2]

3. I is a prime ideal in C[z1, . . . , zm], m > 2 and w is a smooth point of V[I ].

For instance, if [I ] ⊆ H 2(D2) and I is generated by z1, z2, then it is a prime ideal and the
dimension formula is valid from the Duan-Guo criterion. However, observe that [I ] = H 2

(0,0)(D
2)

for which we have shown the result to be true by direct computation earlier.
One of the main problems now is to distinguish two sub-modules, say [I1] and [I2] in

an analytic Hilbert module H . This was studied vigorously decades ago and several rigidity
theorems were proved, see [20]. It is also possible to investigate this using the sheaf model
developed in [3] which produces a slightly different proof of the rigidity theorem [4]. Here some
of the results from [3] are refined and generalized to obtain a set of new invariants. We begin
by recalling the sheaf model from [3].

Let H be a Hilbert module in B1(Ω). Define the sheaf S H (Ω) to be the sub-sheaf of the
sheaf of holomorphic functions by setting

S H (U ) =
{ n∑

i=1
( fi

∣∣
U )hi : fi ∈H , hi ∈O (U ),n ∈N

}
,

where U is a fixed but arbitrary open subset of Ω. If H ⊆O (Ω) is an analytic Hilbert module,
then the sheaf S H (Ω) coincides with O (Ω), therefore it is locally free on itself. Thus it defines
a holomorphic vector bundle on Ω, see [29, Theorem 1.13]. However, if H is in B1(Ω), then
the sheaf S H (Ω) is not necessarily locally free, however, it is shown in [3] that it is a coherent
sheaf. This implies that the stalk S H

w is finitely generated at any fixed but arbitrary w0 ∈Ω.
One of the main theorems of [3] says: There exists a neighbourhood Ω0 of w0 such that

K (·, w) = g 1
0 (w)K (1)

0 (·, w)+·· ·+ g r
0 (w)K (r )

0 (·, w), w ∈Ω0,

where g i
0 ∈O (Ω0), 1 ≤ i ≤ r , their germs at w0 is a minimal set of generators for S H

w0
and K is

the reproducing kernel of H . Furthermore,

1. The vectors K (1)
0 (·, w0), . . . ,K (r )

0 (·, w0) are uniquely determined,

2. The linear span of the vectors K (1)
0 (·, w0), . . . ,K (r )

0 (·, w0) is a subspace of the joint kernel
J (w0) of the Hilbert module H ;

3. The vectors K (1)
0 (·, w), . . . ,K (r )

0 (·, w) are linearly independent for each w ∈Ω0.
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We point out that if w0 ∈Ω0 \Z (g 1
0 , . . . g r

0 ), where Z (g 1
0 , . . . g r

0 ) denotes the common zero set
of g 1

0 , . . . g r
0 , then, on the neighbourhood Ω0 \Z (g 1

0 , . . . g r
0 ) of w0, S H is singly generated by 1.

Hence, in this case, there is no non-trivial decomposition of K (·, w), w ∈Ω0 \Z (g 1
0 , . . . g r

0 ).

1.2 Results

In the second chapter of this thesis we generalize these ideas and obtain, what may be viewed
as a global version of these statements. This is Theorem 2.1.4 which is stated below.

Theorem (Theorem 2.1.4). Let H ⊆ O (Ω) be an analytic Hilbert module for some bounded

domainΩ⊆Cm . Let [I ] be the completion of some polynomial ideal I ⊆H with generators

p1, . . . , pt . Furthermore, assume that V[I ] is a submanifold of codimension t . Then there exist

anti-holomorphic maps F1, . . . ,Ft : V[I ] → [I ] such that we have the following.

1. For each w ∈ V[I ], there exists a neighbourhood Ωw of w in Ω and anti-holomorphic

maps F 1
Ωw

, . . . ,F t
Ωw

:Ωw → [I ] with the properties listed below.

a) F j
Ωw

(v) = F j (v), for all v ∈V[I ] ∩Ωw , j ∈ {1, . . . , t }.

b) ku = ∑t
j=1 p j (u)F j

Ωw
(u), for all u ∈ Ωw , where kw := K[I ](·, w), w ∈ Ω, with K[I ]

being the reproducing kernel of the submodule [I ].

c) {F 1
Ωw

(u), . . . ,F t
Ωw

(u)} is a linearly independent set for each u ∈Ωw .

2. The set {F1, . . . ,Ft } is uniquely determined by {p1, . . . , pt }, that is, if G1, . . . ,Gt is another

collection of anti-holomorphic maps from V[I ] to [I ] satisfying 1. a) and 1. b), then

G j = F j , 1 ≤ j ≤ t .

3. M∗
p F j (v) = p(v)F j (v), for all j = 1, . . . , t , v ∈ VI , where Mp is the multiplication by the

polynomial p.

4. For each v ∈ V[I ], the linear span of the set of vectors {F1(v), . . . ,Ft (v)} in [I ] is inde-

pendent of the choice of the generators p1, . . . , pt , that is, if {q1, . . . , qt } is another set of

generators in [I ] and G1, . . . ,Gt : V[I ] 7→ [I ] are the anti-holomorphic maps determined

by {q1, . . . , qt } satisfying condition 1 to 3 already listed, then Span{F1(v), . . . ,Ft (v)} =
Span{G1(v), . . . ,Gt (v)}.

One consequence of this result is that the modules in B1(Ω) are made up of locally free
ones except that the rank on the set V ∗

[I ] is not the same as the rank on (Ω\V[I ])∗.
Since Hilbert modules of the form [I ] are in B1(Ω) and are locally free, of rank 1,

on (Ω \ V[I ])∗, the curvature of the anti-holomorphic Hermitian vector bundle is a complete
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invariant for such modules. However, computing the curvature might be cumbersome, in general.
Therefore, finding invariants which may be more tractable is worthwhile. The first such attempt
goes back to [18] and has been the main topic of [3–5]. This has been the topic of the more
recent paper [27]. The essential tool in these papers is the “blow-up" technique, which we
describe below. Here, we take this further in a somewhat different direction.

Suppose f1, . . . , fr are holomorphic functions defined on Ω⊆ Cm and Z is their common
zero set. With a slight abuse of language, we set Z ∩Ω to be Z ⊆Ω. Let f :Ω→Cr be the
function f = ( f1, . . . , fr ). Following [22, p. 241], recall that

Ω̂= {
(z, x) ∈Ω×Pr−1 : f(z) ∈ `(x)

}
.

Here x ∈Pr−1 determines a line in Cr , i.e., `(x) =π−1(x)∪ {0}, where π :Cr \ {0} →Pr−1 is the
canonical projection. The set Ω̂ is called the monoidal transform with center Z .

The set of vectors K (i )
0 (·, w), 1 ≤ i ≤ r , does not immediately yield invariants for the Hilbert

module H . However, there exists a canonical choice, as noted in [3] prompted by the work
in [12], of an anti-holomorphic frame

{
K (1)

0 (·, w), . . . ,K (r )
0 (·, w)

}
on Ω0 which defines an anti-

holomorphic Hermitian vector bundle of rank r on Ω0. On the other hand, due to the uniqueness
of the set of vectors K (i )

0 (·, w0), 1 ≤ i ≤ r , we also obtain an anti-holomorphic Hermitian line
bundle on {w0}×Pr−1, w0 ∈Z . If H and H̃ are two Hilbert modules which are completions
of a polynomial ideal I in two different inner products, and they are equivalent, then the
anti-holomorphic Hermitian vector bundles of rank r on Ω0 as well as the anti-holomorphic
Hermitian line bundles on {w0}×Pr−1 they determine must be equivalent. These are Theorem
1.10 of [5] and Theorem 3.4 of [4].

In the third chapter of this thesis, using Theorem 2.1.4, starting with a Hilbert module H

in B1(Ω), an anti-holomorphic line bundle on Z ×Pr−1 is produced with the property that if
two such Hilbert modules are equivalent, then the corresponding line bundles are equivalent.
Therefore, complex geometric invariants of the restriction of this line bundle to Z × {p} provide
invariants for the Hilbert modules in the class B1(Ω). These invariants are often more effective
in determining when two such Hilbert modules are inequivalent as demonstrated in Proposition
3.4.5.

Let H i , i = 1,2, be two Hilbert spaces possessing reproducing kernels K1 and K2 respectively.
Let H12 be their intersection and K12 be its kernel function. Without giving precise conditions
on these spaces, it was stated in [18] that the kernel function K of

H :=∨{
f1 + f2 : f1 ∈H1, f2 ∈H2

}=H1 +H2

is of the form: K = K1+K2−K12. Here we provide several necessary and sufficient conditions on
H1,H2 and H12 to ensure this formula. Furthermore, when H :=H1 +·· ·+Hn, n ≥ 3, this
formula has been generalized and a sufficient condition has been provided. Having described
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several such situations explicitly, we extract some consequences when K has this form. In
particular, the following Proposition is proved.

Proposition (Proposition 3.4.1). Let H ⊆O (Ω) be an analytic Hilbert module for some bounded

domainΩ⊆Cm . Also, let [I ] is the closure of the polynomial ideal generated by {p1, . . . , pt } in

H , where

i) V[I ] is a submanifold of codimension t (≥ 2)

ii) pi , p j are relatively prime for i 6= j , 1 ≤ i , j ≤ t .

Then we can find anti-holomorphic maps F1, . . . ,Ft : V[I ] → [I ] which satisfy conditions 1) to

4) of Theorem 2.1.4. For i = 1, . . . , t , let Ii be the principal ideal generated by pi and set [Ii ] to

be the closure of Ii in H with reproducing kernel Ki . Suppose K[I ] admits a decomposition as

in Equation (3.3). Then Fi (v) = Mpiχi (·, v) for all v ∈ Z (p1, . . . , pt )∩Ω, where χi is taken from

the equation Ki (z, w) = pi (z)pi (w)χi (z, w), z, w ∈Ω.

To describe the results of the fourth chapter, we first recall the notion of the tensor product
of two Hilbert modules over the polynomial ring and tensor product of module maps between
two of these. If X : H → H̃ is any module map, then

X ⊗C[z] 1w : H ⊗C[z]Cw → H̃ ⊗C[z]Cw , w ∈Ω,

defined by the rule X ⊗C[z] 1w := PÑ ⊥
(
X ⊗1w

∣∣
N ⊥

)
, where 1w :Cw →Cw is the identity operator,

is again a module map, called the localization of X at w .
By definition, we have X ⊗C[z] 1w = PÑ ⊥

(
X ⊗1

)∣∣
N ⊥ . But

Ñ ⊥ = (
J̃ (w)

)⊗C⊆ H̃ ⊗C

and similarly,
N ⊥ = (

J (w)
)⊗C⊆H ⊗C.

It follows that
PÑ ⊥ = PJ̃ (w) ⊗1.

Hence, for h ∈J (w), we have

X ⊗C[z] 1w (h ⊗λ) = PÑ ⊥(X h ⊗λ)

= (
PJ̃ (w) ⊗1

)
(X h ⊗λ)

= PJ̃ (w)(X h)⊗λ.

Thus
X ⊗C[z] 1w = (

PJ̃ (w)X |J (w)
)⊗1.
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On the other hand, since X ∗(
J̃ (w)

)⊆J (w), we have

(
X ⊗C[z] 1w

)∗ = (
X ∗∣∣

J̃ (w)

)⊗1 = X ∗⊗C[z] 1w .

For modules in B1(Ω), we can obtain more precise information. Let H ⊆ O (Ω) be an
analytic Hilbert module and K be its reproducing kernel. Recall that H0 H Q

X π

is said to be topologically exact at H if ran X = kerπ and a complex of Hilbert modules
0 H0 H Q 0X π is said to be topologically (short) exact if X is
injective, ran X = kerπ and π is surjective. Now, fix a submodule of an analytic Hilbert module
H of the form [I ], where [I ] is the closure of the ideal I ⊆C[z] in H generated by p1, . . . pt .
Let K[I ] denote the reproducing kernel of the sub-module [I ]. In these examples, setting
X : [I ] →H to be the inclusion map, we see that X ∗K (·, w) = K[I ](·, w), w 6∈V[I ]. Let X (w)

denote the map X ⊗C[z] 1w . In this notation, X (w)∗K (·, w) = K[I ](·, w). Thus the module map
defines an anti-holomorphic frame on Ω\V[I ], namely, X (w)∗. Also,

X (w) = (K[I ](w,w)
K (w,w)

)1/2 = X (w)∗, w 6∈V[I ],

relative to the normalized frames K (·,w)p
K (w,w)

and K[I ](·,w)p
K[I ](w,w)

. Both the operators X (w) and X (w)∗

are zero for w ∈V[I ]. On the other hand, if H and H̃ are analytic Hilbert modules over Ω
and X : H → H̃ is the operator of multiplication by a polynomial p, then Mp (H ) ⊆ H̃ . Since
X is a module map, we have X ∗K̃ (·, w) = p(w)K (·, w), like before. It follows that

X (w)X (w)∗ = |p(w)|2 K (w,w)
K̃ (w,w)

, w ∈Ω,

again, relative to the normalized bases K (·,w)p
K (w,w)

and K̃ (·,w)p
K̃ (w,w)

. The Hilbert modules [I ] and H

define anti-holomorphic Hermitian line bundles on Ω\ V[I ], say E[I ] and EH , determined by
the localization H ⊗C[z]Cw and [I ]⊗C[z]Cw , w ∈Ω \ V[I ], respectively. However, there is a
third bundle EX defined via the localisation of the inclusion map X , namely, X (w)∗. This is
the anti-holomorphic line bundle Hom(EH ,E[I ]). The Hermitian structure is induced by noting
that the fibre at w , w ∈Ω\V[I ], is spanned by X (w)∗ and ‖X (w)∗‖2 = X (w)X (w)∗ = K[I ](w,w)

K (w,w) .
Therefore the alternating sum

A[I ],H (w) :=KX (w)−K[I ](w)+KH (w) = 0, w ∈Ω\V[I ],

where KX , K[I ] and KH denote the curvature (1,1) forms of the line bundles EX , E[I ] and
EH , respectively. When I is principal, one may, however, evaluate this alternating sum A[I ],H

on all of Ω in the sense of distributions obtaining a current. In what follows, we will assume
that A[I ],H is a current defined on all of Ω. Restricting only to the case of pairs ([I ],H )
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of Hilbert modules, the notion of “topological” exactness coincides with ordinary exactness.
Therefore, [15, Theorem 1], in particular, shows that if the diagram

0 [I ] H Q 0

0 [Ĩ ] H̃ Q̃ 0,

X

L

π

X̃ π̃

is exact, then A[I ],H (w) = A[Ĩ ],H̃ (w). The alternating sum of (1,1) forms therefore is an
invariant for the pair ([I ],H ). It was observed in [14, Theorem 1.4] that A[I ],H represents
the fundamental class of V[I ] when the codimension of V[I ] in Ω is 1. Generalization of this
result was given in [17,18].

In chapter 4, after making suitable assumptions, among other things, we show that A[I ],H

is a complete invariant for [I ]. Firstly, we will consider the case when codimV[I ] = 1. This is
included in Theorem 4.3.4 where I is a principal ideal. Finally, Theorem 4.3.7 describes what
happens if the codimension of the zero set is > 1.

Theorem (Theorem 4.3.4). Let Ω be a bounded domain in Cm and let H ,H̃ be analytic

Hilbert modules in O (Ω). Also, let I ,Ĩ be two principal ideals in C[z1, . . . , zm] generated by

p, p̃ respectively and assume that the zero set of each irreducible component of p, p̃ intersects

Ω. Define [I ], [Ĩ ] as the closure of the polynomial ideals I ,Ĩ in H ,H̃ , respectively. If

L : H 7→ H̃ is a bijective module map, then the following are equivalent:

a) L([I ]) = [Ĩ ];

b) KX −K[I ] +KH =K X̃ −K[Ĩ ] +KH̃ as (1,1) currents onΩ;

c) I = Ĩ .

Theorem (Theorem 4.3.7). LetΩ be a bounded domain inCm and let H ,H̃ be analytic Hilbert

modules in O (Ω). Also, let ϕ := (ϕ1, . . . ,ϕr ),ψ := (ψ1, . . . ,ψr ) be holomorphic maps fromΩ to

Cr that satisfy the following:

i) for each i , 1 ≤ i ≤ r , ϕi ∈H ,ψi ∈ H̃ and they define Z (ϕi ), Z (ψi ) respectively;

ii) Z (ϕ), Z (ψ) are complete intersections, where Z (ϕ) := Z (ϕ1)∩·· ·∩ Z (ϕr ) and Z (ψ) :=
Z (ψ1)∩·· ·∩Z (ψr );

iii) Z (ϕi ), Z (ψi ), Z (ϕ), Z (ψ) are connected subsets ofΩ for all i = 1, . . . ,r .

Define Mi = { f ∈ H : f = 0 on Z (ϕi )}, M = { f ∈ H : f = 0 on Z (ϕ)}, M̃i = {g ∈ H̃ : g =
0 on Z (ψi )}, M̃ = {g ∈ H̃ : g = 0 on Z (ψ)}, for i = 1, . . . ,r and assume that rank(Mi ) =
rank(M̃i ) = 1. If L : H 7→ H̃ is a bijective module map, then the following are equivalent:
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a) L(M ) = M̃ ;

b) Z (ϕ) = Z (ψ);

c)
∧r

i=1

(
KXi −KMi +KH

) = ∧r
i=1

(
K X̃i

−KM̃i
+KH̃

)
as (r,r ) currents on Ω, where Xi :

Mi 7→H , X̃i : M̃i 7→ H̃ are the canonical inclusion maps for all i = 1, . . . ,r .





Chapter 2

The joint kernel for a class of submodules
along their common zero sets

2.1 Douglas, Misra and Varughese conjecture and a decompo-

sition theorem

Let Ω be a bounded domain in Cm and M be a Hilbert module over the polynomial ring
C[z1, . . . , zm], in the class B1(Ω). We construct a sheaf S M for the Hilbert module M as
follows:

S M (U ) =
{ n∑

i=1
( fi |U )gi : fi ∈M , gi ∈O (U ),n ∈N

}
, U open in Ω

or equivalently,

S M
w = {

( f1)wOw +·· ·+ ( fn)wOw : f1, . . . , fn ∈M ,n ∈N}
, w ∈Ω.

Clearly, S M is a subsheaf of the sheaf of holomorphic functions OΩ. From [3, Proposition 2.1],
it follows that S M is coherent. In particular, for each fixed w ∈Ω, S M

w is generated by finitely
many elements from Ow . We now state the decomposition theorem given in [3, Theorem 2.3].

Theorem 2.1.1. Suppose g 0
i , 1 ≤ i ≤ d, is a minimal set of generators for the stalk S M

w0
, and K is

the reproducing kernel of M . Then

(i) there exists an open neighbourhoodΩ0 of w0 such that

K (·, w) = g 0
1 (w)K (1)(w)+·· ·+ g 0

d (w)K (d)(w), w ∈Ω0

for some choice of anti-holomorphic maps K (1), . . . ,K (d) :Ω0 →M ,
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(ii) the vectors K (i )(w), 1 ≤ i ≤ d, are linearly independent in M for w in some small neigh-

bourhood of w0,

(iii) the vectors K (i )(w0), 1 ≤ i ≤ d, are uniquely determined by the generators g 0
1 , . . . , g 0

d ,

(iv) the linear span of the set of vectors {K (i )(w0) : 1 ≤ i ≤ d} in M is independent of the choice

of generators g 0
1 , . . . , g 0

d , and

(v) M∗
p K (i )(w0) = p(w0)K (i )(w0), for i = 1, . . . ,d, where Mp denotes the module multiplication

by the polynomial p.

Now, assume furthermore that H is an analytic Hilbert module in O (Ω) and M is the
closure of a polynomial ideal I in H generated by {p1, . . . , pt }. From [8, Lemma 2.3.2] we
obtain that for each w ∈Ω, {(p1)w , . . . , (pt )w } generates the stalk S M

w . In the following lemma
we provide a sufficient condition for the minimality of such a generator. We let Z (p1, . . . , pt )

denote the common zero set of the polynomials p1, . . . , pt .

Lemma 2.1.2. If V (M ) := Z (p1, . . . , pt )∩Ω is a submanifold of codimension t , then

a) {p1, . . . , pt } is a minimal generator of I and

b) for each w ∈V (M ), (p1)w , . . . , (pt )w is a minimal generator of S M
w .

Proof. Assume that pt = q1p1 + ·· · + qt−1pt−1, for q1, . . . , qt−1 ∈ C[z1, . . . , zm]. Then we have

V (M ) = Z (p1, . . . , pt−1)∩Ω. Since p1|Ω, . . . , pt−1|Ω are t −1 holomorphic functions fromΩ to

C, applying [9, Section 3.5] we obtain that codim(V (M )) is at most t −1 which contradicts the

hypothesis of the lemma. This proves part a).

To prove part b), assume that there exists a point w0 ∈V (M ) such that

(pt )w0 = (a1)w0 (p1)w0 +·· ·+ (at−1)w0 (pt−1)w0 ,

where a1, . . . , at−1 are holomorphic functions defined on some neighbourhood Nw0 of w0

in Ω. Going to a smaller neighbourhood if necessary, we have pt = a1p1 +·· ·+ at−1pt−1 on

Nw0 . As a result, V (M )∩Nw0 = Z (p1, . . . , pt−1)∩Nw0 . Now, since p1|Nw0
, . . . , pt−1|Nw0

are t −1

holomorphic functions on Nw0 and Z (p1|Nw0
, . . . , pt−1|Nw0

) = V (M )∩Nw0 is a submanifold,

from [9, Section 3.5] it follows that codim(V (M )∩Nw0 ) is at most t −1. Again, this is a contra-

diction to the hypothesis saying codim(V (M )∩Nw0 ) = codim(V (M )) = t .

Remark 2.1.3. Suppose Z (p1, . . . , pt ) is a complete intersection, that is, the tuple (p1, . . . , pt ) :

Ω→Ct is a submersion at every point w ∈V (M ). Then V (M ) is a submanifold of codimension

t . In this case, we can give a more direct proof of Lemma 2.1.2 as follows.
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If there exists a point w0 ∈ V (M ) such that pt = a1p1 + ·· · + at−1pt−1 on Nw0 , then, for

j = 1, . . . ,m,

∂pt

∂w j
(w0) = ∂(a1p1)

∂w j
(w0)+·· ·+ ∂(at−1pt−1)

∂w j
(w0)

= a1(w0)
∂p1

∂w j
(w0)+·· ·+at−1(w0)

∂pt−1

∂w j
(w0).

As a result, the matrix


∂p1
∂w1

(w0) . . . ∂p1
∂wt

(w0)
...

...
∂pt
∂w1

(w0) . . . ∂pt
∂wt

(w0)

=


∂p1
∂w1

(w0) . . . ∂p1
∂wt

(w0)
...

...
∂pt−1
∂w1

(w0) . . . ∂pt−1
∂wt

(w0)∑t−1
i=1 ai (w0) ∂pi

∂w1
(w0) . . .

∑t−1
i=1 ai (w0) ∂pi

∂wt
(w0)


has rank at most t −1. This contradicts the fact that Z (p1, . . . , pt ) is a complete intersection at

w0.

The following Theorem is a generalization of Theorem 2.1.1.

Theorem 2.1.4. Let H ⊆ O (Ω) be an analytic Hilbert module for some bounded domain Ω

in Cm . Also, let M be a submodule of H of the form [I ], that is, M is the completion of

some polynomial ideal I ⊆H with generators p1, . . . , pt . Furthermore, assume that V (M ) is a

submanifold of codimension t . Then there exist anti-holomorphic maps F1, . . . ,Ft : V (M ) →M

such that we have the following.

1. For each w ∈V (M ), there exists a neighbourhoodΩw of w inΩ, anti-holomorphic maps

F 1
Ωw

, . . . ,F t
Ωw

:Ωw →M with the properties listed below.

a) F j
Ωw

(v) = F j (v), for all v ∈V (M )∩Ωw , j ∈ {1, . . . , t }.

b) ku =∑t
j=1 p j (u)F j

Ωw
(u), for all u ∈Ωw , where kw := K (·, w), w ∈Ω, with K being the

reproducing kernel of the submodule M .

c) {F 1
Ωw

(u), . . . ,F t
Ωw

(u)} is a linearly independent set for each u ∈Ωw .

2. The set {F1, . . . ,Ft } is uniquely determined by {p1, . . . , pt }, that is, if G1, . . . ,Gt is another

collection of anti-holomorphic maps from V (M ) to M satisfying 1. a) and 1. b), then

G j = F j , 1 ≤ j ≤ t .

3. M∗
p F j (v) = p(v)F j (v), for all j = 1, . . . , t , v ∈V (M ), where Mp is the multiplication by the

polynomial p.
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4. For each v ∈V (M ), the linear span of the set of vectors {F1(v), . . . ,Ft (v)} in M is the joint

kernel of M at v and hence is independent of the choice of generators p1, . . . , pt .

Proof. Pick an arbitrary point w ∈V (M ). From Lemma 2.1.2, (p1)w , . . . , (pt )w is a minimal set

of generator of S M
w . Consequently, there exists a neighbourhoodΩw of w inΩ such that for

all u ∈Ωw , K (·,u) = ∑t
j=1 p j (u)F j

Ωw
(u), where F 1

Ωw
, . . . ,F t

Ωw
are anti-holomorphic maps from

Ωw to M satisfying conditions (ii) to (v) of Theorem 2.1.1.

Take w1, w2 ∈V (M ) such thatΩw1∩Ωw2∩V (M ) is non-empty. Now, for each u ∈Ωw1∩Ωw2

we have

K (·,u) =
t∑

j=1
p j (u)F j

Ωw1
(u) and K (·,u) =

t∑
j=1

p j (u)F̃ j
Ωw2

(u).

This implies
t∑

j=1
p j (u)

(
F j
Ωw1

(u)− F̃ j
Ωw2

(u)
)= 0.

For each u ∈ Ωw1 ∩Ωw2 , 1 ≤ j ≤ t , define α j (u) = (
F j
Ωw1

(u)− F̃ j
Ωw2

(u)
)
. As a result, we have∑t

j=1 p j (u)α j (u) = 0. Now, fix an arbitrary v ∈Ωw1 ∩Ωw2 ∩V (M ) and assume that α1(v) 6= 0.

This gives
∑t

j=1(p j )v (α j )v = 0 in OCm ,v and (α1)v is an unit in OCm ,v . Consequently, (p1)v =
−∑t

j=2

(
(α1)−1

v (α j )v
)
(p j )v which says that {(p1)v , . . . , (pt )v } is not a minimal set of generators of

S M
v contradicting Lemma 2.1.2. Thus,

α j (v) = 0 ⇔ F j
Ωw1

(v) = F̃ j
Ωw2

(v),∀v ∈Ωw1 ∩Ωw2 ∩V (M ),1 ≤ j ≤ t . (2.1)

Since {Ωw ∩V (M )}w∈V (M ) is an open cover of V (M ), for each j = 1, . . . , t , we define F j :

V (M ) →M as follows:

F j |Ωw
⋂

V (M )(v) := F j
Ωw

(v),∀v ∈Ωw ∩V (M ).

From 2.1 it follows that for each j = 1, . . . , t , F j is a well-defined, anti-holomorphic map satisfy-

ing 1.a),1.b) and 1.c).

To prove 2., assume that for each w ∈V (M ), there exist a neighbourhood Nw of w inΩ,

anti-holomorphic maps G1
Nw

, . . . ,G t
Nw

: Nw →M such that a) G j
Nw

(v) =G j (v), ∀v ∈ Nw ∩V (M )

and b) K (·,u) =∑t
j=1 p j (u)G j

Nw
(u), ∀u ∈ Nw . This gives

t∑
j=1

p j (u)
(
F j
Ωw

(u)−G j
Nw

(u)
)= 0,∀u ∈Ωw ∩Nw .

Following similar arguments as given above, for each v ∈Ωw ∩Nw ∩V (M ), we have G j (v) =
G j

Nw
(v) = F j

Ωw
(v) = F j (v). In particular, F j (w) =G j (w), for all w ∈V (M ).
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The proof of Part 3 is straightforward from condition (v) of Theorem 2.1.1 and from the

observation that for each w ∈V (M ), F j (w) = F j
Ωw

(w). From the same observation we obtain

that Span{F1(w), . . . ,Ft (w)} is a subspace of ∩p∈C[z]Ker(M∗
p −p(w)), for each w ∈V (M ). Now,

from 1.a) and 1.c) it follows that the dimension of this subspace is at least t . On the other hand,

from [19, Lemma 5.11] it follows that dim(M ⊗C[z]Cw ) = dim
(∩p∈C[z] ker(Mp −p(w))∗⊗C)≤ t .

So, for each w ∈V (M ), Span{F1(w), . . . ,Ft (w)} =∩p∈C[z] ker(M∗
p −p(w)) proving Part 4.

Corollary 2.1.5. With the hypotheses of the previous theorem, we have

dim
( m⋂

i=1
ker(Mz j −w j )∗

)
=

1 for w ∉V (I )∩Ω
codimension of V (I ) for w ∈V (I )∩Ω.

Proof. From the proof of Part 4., Theorem 2.1.4, we obtain that for each w ∈V (M ) =V (I )∩Ω,

dim
( m⋂

i=1
ker(Mz j −w j )∗

)
= dim

( ⋂
p∈C[z]

ker(M∗
p −p(w))

)
= t .

Furthermore, clearly M ∈B1(Ω). So, from [3, Lemma 1.11] it follows that M is locally free on

(Ω\V (M ))∗ with the result that dim
(∩m

i=1 ker(Mz j −w j )∗
)= 1, for w ∉V (M ).

Observe that we do not need I to be a prime ideal to prove Corollary 2.1.5. This enables us
to consider examples that satisfy the conjecture of Douglas, Misra and Varughese [18] but don’t
follow from [21, Theorem 2.3]. We will discuss an explicit example below to demonstrate this.

2.2 An important example

Example 2.2.1. In what follows, we let < {p1, . . . , pt } > denote the ideal generated by the polyno-

mials p1, . . . , pt . Consider the ideal I =< {z1z2, z1−z2} > inC[z1, . . . , zm] and define M = [I ] in

H = H 2(Dm), where m ≥ 2. If z ∈V (I ), then z1z2 = 0 and z1−z2 = 0. Thus, V (I ) ⊆ {z1 = z2 = 0}.

Furthermore, observe that

I ⊆< {z1, z1 − z2} >=< {z1, z2} > .

Note that for two ideals I1,I2 in C[z1, . . . , zm], if I1 ⊆ I2, then V (I2) ⊆ V (I1.). To see this,

choose an arbitrary point z ∈V (I2). This means, for any q ∈I2, q(z) = 0. In particular, for any

q ∈I1, q(z) = 0 showing that z ∈V (I1).

As a result, we obtain V (I ) = {(z1, . . . , zm) : z1 = z2 = 0} which implies that V (M ) =
{(z1, . . . , zm) ∈Dm : z1 = z2 = 0}. So, by Corollary 2.1.5 we have

dim(M ⊗C[z]Cw ) =
1 for w ∉ {w1 = w2 = 0},

2 for w ∈ {w1 = w2 = 0}∩Dm .
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Now, we claim that I is not prime. To see this, it is enough to show that neither z1 nor z2

belongs to I . Assume z1 ∈I . Then, there exist p1, p2 ∈C[z1, . . . , zm] such that

z1 = p1z1z2 +p2(z1 − z2)

which implies

z1(1−p2 −p1z2) =−p2z2.

This means z1 divides p2z2. But z1 is a prime element of C[z1, . . . , zm] and z1 does not divide z2.

So, z1 divides p2 and we will write p2 = qz1, for some q ∈C[z1, . . . , zm]. Thus, we have

z1 = p1z1z2 +qz1(z1 − z2).

Finally, dividing both sides by z1 we have

1 = p1z2 +q(z1 − z2).

This is a contradiction because the right hand side vanishes at the origin whereas the left hand

side does not. This proves z1 ∉I . Following similar arguments one can show that z2 ∉I .

Let T = (T1, . . . ,Tm) be any commuting m tuple of bounded linear operators on H and let
DT : H →H ⊕·· ·⊕H be the operator DT : f 7→ (T1 f , . . .Tm f ), f ∈H . For any polynomial q,
let q∗ denote the polynomial defined by the formula q∗(z) = q(z̄). Set q∗(D̄) = q∗( ∂

∂w̄1
, . . . , ∂

∂w̄m
).

For each w ∈ V (M ), we now find a basis for kerD(M−w)∗ := ∩m
j=1 ker(Mz j −w j )∗. First

consider the case of m = 2. In this case, V (M ) = {(0,0)}. Since I is generated by two homo-
geneous polynomials of different degree, from [3, Proposition 4.9], we obtain two polynomials
q1, q2 which generate the ideal I and such that{

q∗
1 (D̄)K (., w)|w=0, q∗

2 (D̄)K (., w)|w=0
}

is a basis for kerDM∗ = ker M∗
z1
∩ker M∗

z2
. Following the proof of the proposition, we get q1 = p1

and q2 = p2 + (γ10z1 +γ01z2)p1, where p1 = z1 − z2, p2 = z1z2 and γ10,γ01 are two complex
numbers satisfying the matrix equation(

‖∂1p1‖2
0 +‖p1‖2

0 〈∂2p1,∂1p1〉0

〈∂1p1,∂2p1〉0 ‖∂2p1‖2
0 +‖p1‖2

0

)(
γ10

γ01

)
=−

(
〈p1,∂1p2〉0

〈p1,∂2p2〉0

)
.

Applying the Cauchy-Schwartz inequality, we see that the determinant

‖p1‖4
0 +‖∂1p1‖2

0‖p1‖2
0 +‖∂2p1‖2

0‖p1‖2
0 +

(‖∂1p1‖2
0‖∂2p1‖2

0 −|〈∂1p1,∂2p1〉0|2
)

of the coefficient matrix is positive and hence it is invertible. Solving the system of linear
equations, we get γ10 = 1

4 ,γ01 =−1
4 and hence q1 = z1 − z2, q2 = (z1+z2)2

4 . Ignoring the constant,
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we will take q2 = (z1 + z2)2. The fact that I =< {z1 − z2, (z1 + z2)2} > follows from the equality:
z1z2 = 1

4

(
(z1 + z2)2 − (z1 − z2)2

)
.

Since z2
1 = z1z2 + z1(z1 − z2), z2

1 ∈I . Similarly, z2
2 ∈I . Thus,{

zα1
1 zα2

2 :α1 +α2 ≥ 2,α1,α2 ∈N∪ {0}
}⊆I ,

which implies ∨{
zα1

1 zα2
2 :α1 +α2 ≥ 2,α1,α2 ∈N∪ {0}

}⊆M .

So, for f ∈ H 2(D2)ªM arbitrary, we have f = a +bz1 + cz2, a,b,c ∈C. Furthermore,

0 = 〈
f , z1 − z2

〉= 〈
a +bz1 + cz2, z1 − z2

〉= b − c,

which gives f = a +b(z1 + z2). On the other hand, it can be easily checked that the linear
subspace of H 2(D2) which is generated by 1 and z1 + z2 is orthogonal to M . It follows that
{1, z1+z2p

2
} is an orthonormal basis of M⊥ in H 2(D2). The reproducing kernel K of M is then

given by

K (z, w) = 1

(1− z1w̄1)(1− z2w̄2)
− (z1 + z2)(w̄1 + w̄2)

2
−1

= ∑
i , j≥0

zi
1z j

2 w̄ i
1w̄ j

2 −
(z1w̄1 + z1w̄2 + z2w̄1 + z2w̄2

2

)
−1

= ∑
i , j≥0,i+ j≥1

zi
1z j

2 w̄ i
1w̄ j

2 −
(z1w̄1 + z1w̄2 + z2w̄1 + z2w̄2

2

)
= (z1w̄1 + z2w̄2)−

(z1w̄1 + z1w̄2 + z2w̄1 + z2w̄2

2

)
+ ∑

i , j≥0,i+ j≥2
zi

1z j
2 w̄ i

1w̄ j
2

= (z1 − z2)(w̄1 − w̄2)

2
+ ∑

i , j≥0,i+ j≥2
zi

1z j
2 w̄ i

1w̄ j
2 .

As a result,
q∗

1 (D̄)K (·, w)|w=0 = (∂̄1 − ∂̄2)K (·, w)|w=0 = z1 − z2

and
q∗

2 (D̄)K (·, w)|w=0 = (∂̄1 + ∂̄2)2K (·, w)|w=0 = 2(z2
1 + z1z2 + z2

2).

Now, consider the case of m ≥ 3. In this case, we show that for any w0 ∈V (M ) = {w ∈Cm :

w1 = w2 = 0}, {
(z1 − z2)KH (·, w0), (z2

1 + z1z2 + z2
2)KH (·, w0)

}
is a basis for kerD(M−w0)∗ = ker M∗

z1
∩ker M∗

z2
∩ (∩m

j=3 ker(Mz j −w0 j )∗
)
. First, note that

M∗
z1

(
(z1 − z2)KH (·, w0)

)= M∗
z1

( z1 − z2∏m
i=3(1− zi w̄0i )

)
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= PM (MH
z1

)∗
( z1 − z2∏m

i=3(1− zi w̄0i )

)
= PM (MH

z1
)∗

( z1∏m
i=3(1− zi w̄0i )

)
−PM (MH

z1
)∗

( z2∏m
i=3(1− zi w̄0i )

)
= PM

( 1∏m
i=3(1− zi w̄0i )

)
= 0,

where MH
z1

is the module multiplication by z1 on H . The fourth equality follows since〈
(MH

z1
)∗

( z2∏m
i=3(1− zi w̄0i )

)
,h

〉
H

=
〈( z2∏m

i=3(1− zi w̄0i )

)
, z1h

〉
H

= 0, h ∈H .

Also, for each w0 ∈ V (M ), KH (·, w0) = 1∏m
i=3(1−zi w̄0i ) is orthogonal to the space { f ∈ H 2(Dm) :

f = 0 on z1 = z2 = 0} which contains M . Consequently, PM

(
1∏m

i=3(1−zi w̄0i )

)
= 0. Similarly,

M∗
z2

(
(z1 − z2)KH (·, w0)

)=−PM (MH
z2

)∗
( z2∏m

i=3(1− zi w̄0i )

)
=−PM

( 1∏m
i=3(1− zi w̄0i )

)
= 0.

Next, for any m−2 tuple α= (α3, . . . ,αm) ∈ (N∪ {0})m−2, define zα = zα3
3 · · ·zαm

m . Then, for each
fixed j ∈ {3, . . .m},

M∗
z j

(
(z1 − z2)KH (·, w0)

)= PM (MH
z j

)∗
( z1 − z2∏m

i=3(1− zi w̄0i )

)
= PM (MH

z j
)∗

(
(z1 − z2)

∑
α

zαw̄α
0

)
= PM (MH

z j
)∗

(
(z1 − z2)

∑
α:α j≥1

zα3
3 · · ·z

α j

j · · ·zαm
m w̄α3

03 · · · w̄
α j

0 j · · · w̄αm
0m

)
= PM

(
(z1 − z2)

∑
α:α j≥1

zα3
3 · · ·z

α j−1
j · · ·zαm

m w̄α3
03 · · · w̄

α j

0 j · · · w̄αm
0m

)
= w̄0 j PM

(
(z1 − z2)

∑
α:α j≥1

zα3
3 · · ·z

α j−1
j · · ·zαm

m w̄α3
03 · · · w̄

α j−1
0 j · · · w̄αm

0m

)
.

Now, define β= (β3, . . . ,βm) ∈ (N∪ {0})m−2 such that β j =α j −1 and βi =αi , for i 6= j . Then
we have

M∗
z j

(
(z1 − z2)KH (·, w0)

)= w̄0 j PM

(
(z1 − z2)

∑
β

zβw̄β
0

)
= w̄0 j PM

(
(z1 − z2)KH (·, w0)

)
= w̄0 j

(
(z1 − z2)KH (·, w0)

)
.

Thus, (z1 − z2)KH (·, w0) ∈ kerD(M−w0)∗ . For each j ∈ {3, . . . ,m}, following similar arguments as
above, we can show that

M∗
z j

(
(z2

1 + z1z2 + z2
2)KH (·, w0)

)= w̄0 j
(
(z2

1 + z1z2 + z2
2)KH (·, w0)

)
.
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Finally, observe that

M∗
z1

(
(z2

1 + z1z2 + z2
2)KH (·, w0)

)= PM (MH
z1

)∗
(
(z2

1 + z1z2 + z2
2)KH (·, w0)

)
= PM

(
(z1 + z2)KH (·, w0)

)
= 0.

The validity of the last equality follows from the observation: For any two polynomials p and q,〈
(z1 + z2)KH (·, w0), z1z2p

〉
H = 〈

z1KH (·, w0), z1z2p
〉
H +〈

z2KH (·, w0), z1z2p
〉
H

= 〈
KH (·, w0), z2p

〉
H +〈

KH (·, w0), z1p
〉
H

= 0

and 〈
(z1 + z2)KH (·, w0), (z1 − z2)q

〉
H = 〈

z1KH (·, w0), z1q
〉
H −〈

z2KH (·, w0), z2q
〉
H

= 〈
KH (·, w0), q

〉
H −〈

KH (·, w0), q
〉
H

= 0,

which implies (z1 + z2)KH (·, w0) ⊥ M . Similarly, M∗
z2

(
(z2

1 + z1z2 + z2
2)KH (·, w0)

) = 0, proving
(z2

1 + z1z2 + z2
2)KH (·, w0) ∈ kerD(M−w0)∗ . Then, the fact that{

(z1 − z2)KH (·, w0), (z2
1 + z1z2 + z2

2)KH (·, w0)
}

is a basis of kerD(M−w0)∗ follows from

a) (z1−z2)KH (·, w0) and (z2
1+z1z2+z2

2)KH (·, w0) are linearly independent vectors in H 2(Dm)

(can be checked easily) and

b) dimkerD(M−w0)∗ = dim(M ⊗C[z]Cw0 ) = 2.

Clearly,
{

(z1 − z2)KH (·, w0),2(z2
1 + z1z2 + z2

2)KH (·, w0)
}
is also a basis of kerD(M−w0)∗ . Now, if

m ≥ 3, we claim that {
zα,

(z1 + z2)p
2

zβ :α,β ∈ (N∪ {0})m−2
}

is an orthonormal basis of M⊥ in H 2(Dm) which follows from the sequence of observations
given below.

i) Following similar arguments as given in the case m = 2, we have∨{
zα1

1 · · ·zαm
m :α1 +α2 ≥ 2,αi ∈N∪ {0}, i = 1, . . . ,m

}⊆M .
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ii) Let f = a(z3, . . . , zm)+b(z3, . . . , zm)z1+c(z3, . . . , zm)z2 be an arbitrary element of H 2(Dm)ª
M , where a,b,c ∈ H 2(Dm). Then, for any r = r (z1, . . . , zm) ∈ H 2(Dm),

0 =〈
f ,r (z1 − z2)

〉
= 〈

a,r (z1 − z2)
〉+〈

bz1,r (z1 − z2)
〉+〈

cz2,r (z1 − z2)
〉

= 〈
bz1,r z1

〉−〈
cz2,r z2

〉
= 〈

b − c,r
〉

.

Consequently, b = c and hence f = a +b(z1 + z2).

iii) For any α = (α3, . . . ,αm),β = (β3, . . . ,βm), the closed linear span generated by zα and
(z1 + z2)zβ is orthogonal to M . This can be checked through direct computation.

Thus, for z, w ∈Dm,

K (z, w) =
(

1

(1− z1w̄1)(1− z2w̄2)
− (z1 + z2)(w̄1 + w̄2)

2
−1

)
1∏m

i=3(1− zi w̄i )

=
(

(z1 − z2)(w̄1 − w̄2)

2
+ ∑

i , j≥0,i+ j≥2
zi

1z j
2 w̄ i

1w̄ j
2

)
1∏m

i=3(1− zi w̄i )
.

If we choose q1 = z1 − z2 and q2 = (z1 + z2)2, then

q∗
1 (D̄)K (·, w)|w=w0 = (∂̄1 − ∂̄2)K (·, w)|w=w0

= 1∏m
i=3(1− zi w̄0i )

(∂̄1 − ∂̄2)|w=w0

(
(z1 − z2)(w̄1 − w̄2)

2
+ ∑

i , j≥0,i+ j≥2
zi

1z j
2 w̄ i

1w̄ j
2

)
= z1 − z2∏m

i=3(1− zi w̄0i )

= (z1 − z2)KH (·, w0)

and similarly,

q∗
2 (D̄)K (·, w)|w=w0 = (∂̄1 + ∂̄2)2K (·, w)|w=w0

= 1∏m
i=3(1− zi w̄0i )

(∂̄1 + ∂̄2)2|w=w0

(
(z1 − z2)(w̄1 − w̄2)

2
+ ∑

i , j≥0,i+ j≥2
zi

1z j
2 w̄ i

1w̄ j
2

)
= 2(z2

1 + z1z2 + z2
2)KH (·, w0)

Thus, in this case, we have obtained two polynomials q1, q2 independent of w0 such that they
generates I and {

q∗
1 (D̄)K (·, w)|w=w0 , q∗

2 (D̄)K (·, w)|w=w0

}
is a basis of kerD(M−w0)∗ for all w0 ∈V (M ).
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2.3 The vector bundle associated to the joint kernel and its

curvature

From Theorem 2.1.4 we obtain a rank t , trivial, anti-holomorphic bundle EM on V (M ) =
V (I )∩Ω corresponding to the set {p1, . . . , pt } given by

EM = ⊔
w∈V (M )

< {F1(w), . . . ,Ft (w)} > .

Since, for each w ∈V (M ), (EM )w is a subspace of M , we can give a Hermitian structure on
EM which is canonically induced by the inner product of M . This observation leads to the
following theorem.

Theorem 2.3.1. LetΩ be a bounded domain inCm and I be a polynomial ideal with generators

p1, . . . , pt . Also, let H ,H ′ be analytic Hilbert modules in O (Ω) and M ,M ′ be the closure of I

in H ,H ′, respectively, with the property that codimV (M ) = codimV (M ′) = t . If the modules

M ,M ′ are "unitarily" equivalent, then we have the following:

(a) EM is equivalent to EM ′ , where EM ,EM ′ are two bundles on V (M ) =V (M ′) =V (I )∩Ω
obtained from Theorem 2.1.4 and the discussion above.

(b) If FM := {F1, . . . ,Ft },FM ′ := {F
′
1, . . . ,F

′
t } are the global frames of EM ,EM ′ respectively that

are obtained from applying Theorem 2.1.4 on M ,M ′ with respect to the set {p1, . . . , pt },

then

KEM
(FM ) =KEM ′ (FM ′).

Here KEM
(FM ),KEM ′ (FM ′) are the curvature matrices of EM ,EM ′ with respect to the

frames FM ,FM ′ , respectively.

Proof. From Theorem 2.1.4, it follows that for each w ∈V (I )∩Ω, (EM )w =∩m
i=1 ker(Mzi −wi )∗

and (EM ′)w =∩m
i=1 ker(M

′
zi
−wi )∗, where Mzi , M

′
zi

are pointwise multiplication by zi on M ,M ′

respectively. If L : M →M ′ is an unitary module map, then, for any g ∈ ∩m
i=1 ker(Mzi −wi )∗,

(M
′
zi

)∗(Lg ) = L(M∗
zi

g ) = L(w̄i g ) = w̄i (Lg ). Thus,

L
(
∩m

i=1 ker(Mzi −wi )∗
)
⊆∩m

i=1 ker(M
′
zi
−wi )∗.

Similarly, it can be shown that

L−1
(
∩m

i=1 ker(M
′
zi
−wi )∗

)
⊆∩m

i=1 ker(Mzi −wi )∗,

which is equivalent to

∩m
i=1 ker(M

′
zi
−wi )∗ ⊆ L

(
∩m

i=1 ker(Mzi −wi )∗
)
.
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Consequently, L
(∩m

i=1 ker(Mzi −wi )∗
)=∩m

i=1 ker(M
′
zi
−wi )∗ and hence L is an isometric iso-

morphism between (EM )w and (EM ′)w for all w ∈ V (I )∩Ω. Moreover, there exists an anti-

holomorphic map A : V (I )∩Ω 7→GL(t ,C) such that for each w , the following matrix equality

is true: [
LF1(w) · · · LFt (w)

]
=

[
F

′
1(w) · · · F

′
t (w)

]
A(w). (2.2)

Thus, L induces a bundle isomorphism between EM and EM ′ which proves part (a).

Next, observe that part (b) follows trivially from part (a) when t = 1. This is because from

part (a) we obtain the equality of the first Chern forms on EM ,EM ′ given by c1(EM , NM ) =
c1(EM ′ , NM ′) which implies i

2πKEM
(FM ) = i

2πKEM ′ (FM ′) ⇔ KEM
(FM ) = KEM ′ (FM ′). Here

NM , NM ′ are the Hermitian metrics on EM ,EM ′ induced by the inner products of M ,M ′,
respectively.

For the case where t ≥ 2, note that M ,M ′ ∈B1(Ω). As a result, following [3, Lemma 1.11]

we obtain that the reproducing kernels of M ,M ′ are sharp on Ω \ V (I ). Since L is unitary,

there exists a non-vanishing, holomorphic function φ onΩ\V (I ) such that

LK (·, w) =φ(w)K ′(·, w), (2.3)

for all w ∈ Ω \ V (I ) [12, Theorem 3.7], where K ,K ′ are the reproducing kernels of M ,M ′,
respectively. But codimV (M ) ≥ 2. So, by the Hartog’s Extension Theorem [26, Page 198]

φ can be uniquely extended to Ω as a holomorphic function. Since an analytic function is

unambiguously determined from its definition on any open set, it follows that Equation (2.3) is

true for all w ∈Ω.

Now, fix an arbitrary point w0 ∈V (I )∩Ω. Then, from condition b) of Theorem 2.1.4 we

have

K (·,u) =
t∑

j=1
p j (u)F j

Ωw0
(u) and K ′(·,u) =

t∑
j=1

p j (u)F ′ j
Ωw0

(u), (2.4)

for all u ∈Ωw0 . Applying L to the first equality of the Equation (2.4) we obtain that

φ(u)K ′(·,u) =
t∑

j=1
p j (u)LF j

Ωw0
(u)

or, equivalently,

K ′(·,u) =
t∑

j=1
p j (u)

LF j
Ωw0

(u)

φ(u)
.

Since, v 7→ LF j (v)

φ(v)
, v 7→ F

′
j (v) are anti-holomorphic maps from V (M ′) to M ′ for each j = 1, . . . , t ,

satisfying 1.a) and 1.b) of Theorem 2.1.4, by the condition 2 of the same theorem, we have
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LF j (v) = φ(v)F
′
j (v), for all v ∈ V (I )∩Ω. As a result, from Equation (2.2) we have A(v) =

φ(v)It×t , for all v ∈V (I )∩Ω. Finally,(
KEM

(FM )
)
(v) = ∂

((
NM (FM )

)−1
∂̄
(
NM (FM )

))
(v)

= ∂
((

NM ′(LFM )
)−1

∂̄
(
NM ′(LFM )

))
(v)

= (
KEM ′ (LFM )

)
(v)

= (
KEM ′ (FM ′ A)

)
(v)

= A(v)−1 · (KEM ′ (FM ′)
)
(v) · A(v)

= (
KEM ′ (FM ′)

)
(v),

which proves part (b) of the Theorem.

Remark 2.3.2. Let H be an analytic Hilbert module in O (Ω) with reproducing kernel KH .

Consider a non-vanishing polynomial p : Ω→ C with 1/p ∈ H and for all z, w ∈ Ω, define

the sesquianalytic function K1 :Ω×Ω→ C as K1(z, w) := p(z)KH (z, w)p(w). Clearly, K1 is a

non-negative definite function onΩ. Consequently, there exists a reproducing kernel Hilbert

space H ′ in O (Ω) whose reproducing kernel is K1. Let us denote K1 by KH ′ . Then one can

check that the following are true:

i) The pointwise multiplication operator by the polynomial p which we will denote by Mp ,

is an unitary operator from H to H ′ with M∗
p = M1/p .

ii) H ′ is a Hilbert module over C[z1, . . . , zm].

iii) Mp (similarly M1/p ) is a module map.

Next, observe that C[z1, . . . , zm] ⊆ H ′. To see this, take an arbitrary polynomial q . Since

1/p ∈H and H is a module over C[z1, . . . , zm], q/p = Mq (1/p) ∈H . As a result, q = pq/p =
Mp (q/p) ∈H ′.

Let I be an arbitrary polynomial ideal in C[z1, . . . , zm] and define M ,M ′ as the closure of

the polynomial ideal I in H ,H ′, respectively. Then we claim that Mp (M ) =M ′. Firstly, we

will show that Mp (M ) ⊆M ′. Take an arbitrary element m ∈M . Then there exists a sequence

qn ∈ I such that qn converges to m in H . This implies pqn converges to pm in H ′. Thus

pm ∈M ′ which shows Mp (M ) ⊆M ′. To prove the converse part, take an arbitrary element

m′ ∈M ′. Then there exists a sequence rn ∈I such that rn converges to m′ in H ′. This implies

rn/p = M∗
p (rn) converges to m′/p = M∗

p (m′) in H . But rn/p ∈M , for each n. To see this, note

that there exists a sequence of polynomials am that converges to 1/p in H (this is because H

is an analytic Hilbert module). Using the fact that H is a Hilbert module over C[z1, . . . , zm], it

follows that rn am converges to rn/p in H . Since rn am ∈I , for all m, we have rn/p ∈M . As a

result, m′/p ∈M proving M∗
p (M ′) ⊆M or equivalently, Mp (M ) ⊇M ′.
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In particular, if we consider I to be the principal ideal generated by 1, we can easily show

that H ′ is an analytic Hilbert module. With these observations, we now consider the following

example.

Example 2.3.3. Let H0 be the Hardy module H 2(D3). Consider the set

H =
{

f ∈O (D3) : if f (z1, z2, z3) = ∑
i , j ,k≥0

f̂ (i , j ,k)zi
1z j

2 zk
3 , then

∑
i , j ,k≥0

| f̂ (i , j ,k)|2
wi , j ,k

<∞
}

,

where wi , j ,k = k +1 whenever i = j = 0 and is 1 otherwise. Define the inner product on H as

follows: 〈
f , g

〉
H := ∑

i , j ,k≥0

f̂ (i , j ,k)ĝ (i , j ,k)

wi , j ,k
,

where, g (z1, z2, z3) =∑
i , j ,k≥0 ĝ (i , j ,k)zi

1z j
2 zk

3 . If we define ei , j ,k (z1, z2, z3) =p
wi , j ,k zi

1z j
2 zk

3 , then

the set
{
ei , j ,k : i , j ,k ∈N∪ {0}

}
forms an orthonormal basis of H . Consequently, it follows that

H is a reproducing kernel Hilbert space with kernel

KH (z, w) = ∑
i , j ,k≥0

ei , j ,k (z)ei , j ,k (w) = 1

(1− z3w̄3)2
+ 1

(1− z1w̄1)(1− z2w̄2)(1− z3w̄3)
+ 1

1− z3w̄3
,

for all z = (z1, z2, z3), w = (w1, w2, w3) ∈D3. It also follows that C[z1, z2, z3] is a dense subset of

H and H is a Hilbert module on it, i.e., H is an analytic Hilbert module. However, note that

H0 is not unitarily equivalent to H . Otherwise, if U is an unitary module map between H0 and

H , then U intertwines MH0
z3

and MH
z3

, where MH0
z3

, MH
z3

denote the pointwise multiplication

operators by z3 on H0,H , respectively. As a result, from [28, Theorem 1.(b)], it follows that

|w0,0,k | = 1, for all k ∈N∪ {0} which is a contradiction. Next, consider the ideal I in C[z1, z2, z3]

generated by z1 and z2. If M0,M denote the closure of I in H0,H respectively, then the set{
zi

1z j
2 zk

3 : i+ j ≥ 1
}

is an orthonormal basis of both M0 and M . Consequently, their reproducing

kernels K0 and K are the same and the identity map I d becomes an unitary module map from

M0 to M .

Finally, consider the polynomial p = (z3 −2)2. It can be easily checked that 1/p ∈H . Let

H ′ be the Hilbert module obtained from (z3 −2)2 following the previous remark. If we call

the closure of I in H ′ as M ′, then we obtain that M ,M ′ are "unitarily" equivalent via Mp .

This implies that M0 and M ′ are unitarily equivalent via Mp ◦ I d = Mp . However, note that

H0 and H ′ are not unitarily equivalent. Now, applying theorem 2.1.4 to M0, we get anti-

holomorphic maps F1,F2 : {(0,0, w3) : w3 ∈D} →M0 given by Fi (0,0, w3) = Mzi KH0 (0,0, w3) =
zi

1−z3w̄3
, i = 1,2. If we denote the set {F1,F2} by FM0 , then, from theorem 2.3.1, FM ′ = {F

′
1,F

′
2},

where F
′
i (0,0, w3) = zi p

p(0,0,w3)(1−z3w̄3)
= zi (z3−2)

(w̄3−2)(1−z3w̄3) , i = 1,2. Consequently, for each w3 ∈D,

KEM0
(FM0 )(0,0, w3) =KEM ′ (FM ′)(0,0, w3) =

(
∂w3 ∂̄w3 log 1

1−|w3|2 0

0 ∂w3 ∂̄w3 log 1
1−|w3|2

)
.
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Now, assume that Ω is a bounded domain containing the zero vector in Cm and {p1, . . . , pt },
{q1, . . . , qt } are two sets of generators of the polynomial ideal I consisting of homogeneous
polynomials of the same degree. Let H be an analytic Hilbert module in O (Ω) and M be the
closure of I in H with the property that codimV (M ) = t . Then, by [3, Lemma 4.7] we obtain
that{

p1(D̄)K (·, w)|w=0, . . . , pt (D̄)K (·, w)|w=0
}
and

{
q1(D̄)K (·, w)|w=0, . . . , qt (D̄)K (·, w)|w=0

}
are two bases of kerDM∗ . As a result, from [3, Lemma 4.2] and [3, Proposition 4.11] it follows
that there exists a constant invertible matrix A = (ai j )t

i , j=1 such that,

q j =
t∑

i=1
ai j pi , 1 ≤ j ≤ t . (2.5)

Applying Theorem 2.1.4 with {p1, . . . , pt }, {q1, . . . , qt } we obtain the sets {F p
1 , . . . ,F p

t }, {F q
1 , . . . ,F q

t },
respectively which consist of the anti-holomorphic maps from V (M ) to M satisfying conditions
1) to 4) of the theorem. Now, we claim the following.

Lemma 2.3.4. For each w ∈V (M ),
[

F p
1 (w) . . . F p

t (w)
]
=

[
F q

1 (w) . . . F q
t (w)

]
A∗.

Proof. Fix an arbitrary point w0 ∈ V (M ). Then from condition 1 of Theorem 2.1.4 there

exist a neighbourhood Ωw0 of w0 in Ω, anti-holomorphic maps F k
Ωw0 ,p ,F k

Ωw0 ,q : V (M ) → M ,

k = 1, . . . , t such that

a) F k
Ωw0 ,p (v) = F p

k (v),F k
Ωw0 ,q (v) = F q

k (v), for all v ∈V (M )∩Ωw0 , k = 1, . . . , t and

b) K (·,u) =∑t
i=1 pi (u)F i

Ωw0 ,p (u), K (·,u) =∑t
j=1 q j (u)F j

Ωw0 ,q (u), for all u ∈Ωw0 .

Now, applying Equation (2.5) to the second equality of b) we obtain that

K (·,u) =
t∑

i=1
pi (u)

( t∑
j=1

āi j F j
Ωw0 ,q (u)

)
,

for all u ∈ Ωw0 . Finally, observe that, for each i ∈ {1, . . . , t }, v 7→ ∑t
j=1 āi j F q

j (v) is an anti-

holomorphic map from V (M ) → M satisfying conditions 1.a) and 1.b) of Theorem 2.1.4

with respect to the set {p1, . . . , pt }. So, from condition 2 of Theorem 2.1.4, it follows that, for

each i = 1, . . . , t , v ∈V (M ),

F p
i (v) =

t∑
j=1

āi j F q
j (v),

proving the lemma.
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Note that each of the sets {F p
1 , . . . ,F p

t } and {F q
1 , . . . ,F q

t } canonically induces an anti-
holomorphic frame of EM on V (M ). If we denote the frames as F p

M
and F q

M
respectively, then

we have
KEM

(F p
M

) =KEM
(F q

M
A∗) = (A∗)−1 ·KEM

(F q
M

) · A∗,

where KEM
(F p

M
),KEM

(F q
M

) are the curvature matrices of the bundle EM with respect to the
frames F p

M
,F q

M
, respectively. Thus, we have proved the following.

Proposition 2.3.5. LetΩ be a bounded domain in Cm and {p1, . . . , pt }, {q1, . . . , qt } be two gener-

ators of the polynomial ideal I consisting of homogeneous polynomials of same degree. Also,

let H ⊆O (Ω) be an analytic Hilbert module and M be the closure of I in H with the property

that codimV (M ) = t . Furthermore, assume that F p
M

,F q
M

are the global frames of EM obtained

by applying Theorem 2.1.4 on M with respect to the generators mentioned above. Then there

exists a constant invertible matrix A such that

KEM
(F p

M
) = (A∗)−1 ·KEM

(F q
M

) · A∗.

Corollary 2.3.6. Let Ω,I be as above, H ,H ′ ⊆ O (Ω) be two analytic Hilbert modules and

M ,M ′ be the closure of I in H ,H ′ respectively with codimV (M ) = codimV (M ′) = t . Sup-

pose F p
M

:= {F p
1 , . . . ,F p

t }, F q
M ′ := {F

′q
1 , . . . ,F

′q
t } are the global frames of EM ,EM ′ corresponding

to the generators {p1, . . . , pt }, {q1, . . . , qt }, respectively. If the modules M and M ′ are "unitarily"

equivalent, then there exists a constant invertible matrix A such that

KEM
(F p

M
) = (A∗)−1 ·KEM ′ (F q

M ′) · A∗,

where KEM
(F p

M
),KEM ′ (F q

M ′) are the curvature matrices of EM ,EM ′ with respect to the frames

F p
M

,F q
M ′ , respectively.

Proof. If we apply Theorem 2.1.4 on M with respect to the generator {q1, . . . , qt }, we will obtain

a collection of anti-holomorphic maps {F q
1 , . . . ,F q

t } from V (M ) to M . This set canonically

induces a global frame of EM . Let us denote the frame by F q
M

. Then, by Proposition 2.3.5 it

follows that there exists a constant invertible matrix A such that

KEM
(F p

M
) = (A∗)−1 ·KEM

(F q
M

) · A∗.

Finally, from Theorem 2.3.1 we obtain that

KEM
(F q

M
) =KEM ′ (F q

M ′)

which proves the corollary.



Chapter 3

The kernel decomposition formula and its
applications

3.1 Vector bundles on the blow-up space and their invariants

Let Ω be a bounded domain in Cm, H be an analytic Hilbert module in O (Ω) and M ∈B1(Ω)

be the closure of some polynomial ideal I in H . Fix an arbitrary point w0 ∈V (I )∩Ω and set
t = dimS M

w0
/mw0S

M
w0

= dimkerD(M−w0)∗, where mw0 denotes the collection of all elements
in Ow0 that vanish at w0. If K be the reproducing kernel of M , then, from [3, Theorem 2.3],
there exist a minimal set of generators (g1)w0

, . . . , (g t )w0
of S M

w0
and a positive real number r

such that
K (·, w) =

t∑
j=1

g j (w)K ( j )(w),

for all w ∈∆(w0,r ) ⊆Ω, where ∆(w0,r ) := {z ∈Cm : |zi −w0i | < r, i = 1, . . . ,m} and K (1), . . . ,K (t ) :

∆(w0,r ) →M are anti-holomorphic maps. Moreover, the above decomposition canonically gives
rise to a rank t anti-holomorphic bundle E on ∆(w0,r ) given by,

E = ⊔
w∈∆(w0,r )

< {K (1)(w), . . . ,K (t )(w)} > .

Here, for each w ∈∆(w0,r ), < {K (1)(w), . . . ,K (t )(w)} > denotes the subspace of M generated
by K (1)(w), . . . ,K (t )(w). Assume that Z := Z (g1, . . . , g t )∩∆(w0,r ) be a singularity free analytic
subset of Cm of codimension t ≥ 2. Define
∆̂(w0,r ) := {

(w,π(u)) ∈∆(w0,r )×Pt−1 : ui g j (w)−u j gi (w) = 0, i , j = 1, . . . , t
}
,

= Z ×Pt−1
⋃{

(w,π(u)) ∈ (∆(w0,r ) \ Z )×Pt−1 : ui g j (w)−u j gi (w) = 0, i , j = 1, . . . , t
}
,

where π : Ct \ {0} → Pt−1 is the canonical projection map. The space ∆̂(w0,r ) is called the
monoidal transformation with center Z (or, the blow up of ∆(w0,r ) with center Z ). For
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i = 1, . . . , t , consider the open sets Ûi := (
∆(w0,r )× {ui 6= 0}

)∩ ∆̂(w0,r ). Then, in particular,

Û1 =
{
(w,π(1,θ1

2, . . .θ1
t )) : g j (w) = θ1

j g1(w), w ∈∆(w0,r ),θ1
j ∈C, j = 2, . . . , t

}
= Z ×{

π(1,θ1
2, . . .θ1

t ) : θ1
j ∈C, j = 2, . . . , t

}
⋃{

(w,π(1,θ1
2, . . .θ1

t )) : g j (w) = θ1
j g1(w), w ∈U1,θ1

j ∈C, j = 2, . . . , t
}
,

where Ui = {w ∈∆(w0,r ) : gi (w) 6= 0}, i = 1, . . . , t . The anti-holomorphic map K :∆(w0,r ) →M

determines an anti-holomorphic line bundle Ê1 on ∆̂(w0,r ). On Û1, we can write

Ê1 =
⊔

(w,π(1,θ1
2 ,...θ1

t ))∈Û1

< {
s1(w,π(1,θ1

2, . . .θ1
t ))

}>,

where s1(w,π(1,θ1
2, . . .θ1

t )) := K (1)(w)+ θ̄1
2K (2)(w)+·· ·+ θ̄1

t K (t )(w). On the other hand, E deter-
mines the rank t anti-holomorphic bundle p∗E on ∆̂(w0,r ), where p : ∆̂(w0,r ) →∆(w0,r ) be
the canonical projection. If we denote p∗E as Ê , then, on Û1,

Ê = ⊔
(w,π(1,θ1

2 ,...θ1
t ))∈Û1

< {
s1(w,π(1,θ1

2, . . .θ1
t )),K (2)(w), . . . ,K (t )(w)

}> .

This is because on Û1, we have the following equality:

[
s1(w,π(Θ)),K (2)(w), . . . ,K (t )(w)

]
=

[
K (1)(w),K (2)(w), . . . ,K (t )(w)

]
·


1 0 · · · 0

θ̄1
2 1 · · · 0
... ... . . . ...
θ̄1

t 0 · · · 1

 ,

where Θ= (1,θ1
2, . . .θ1

t ), θ1
j ∈C, for j = 2, . . . , t . Clearly, Ê1 is a sub-bundle of Ê . If we denote

the quotient bundle by Ê2, then

Ê2 =
⊔

(w,π(1,θ1
2 ,...θ1

t ))∈Û1

< {
[K (2)(w)], . . . , [K (t )(w)]

}>
on Û1, where, [K ( j )(w)] denotes the section (w,π(Θ)) 7→ K ( j )(w)+ < {s1(w,π(Θ))} > on Û1,
K ( j )(w)+ < {s1(w,π(Θ))} > is the image of K ( j )(w) under the canonical quotient map from
Ê(w,π(Θ)) to Ê(w,π(Θ))/(Ê1)(w,π(Θ)), (Ê1)(w,π(Θ)), Ê(w,π(Θ)) are the fibres of Ê1, Ê at (w,π(Θ)). So,
we have an exact sequence of anti-holomorphic vector bundles on ∆̂(w0,r ) given by

0 → Ê1 → Ê → Ê2 → 0.

Ê1 and Ê have canonical Hermitian structures induced by M . This is because each of their
fibre is a subspace of M of dimension 1 and t , respectively. Define the Hermitian structure of
Ê2 by identifying it with Ê⊥

1 in Ê , as smooth bundles. In particular, we will define

‖[K ( j )(w)]‖2
Ê2

:= ‖PÊ⊥
1

K ( j )(w)‖2
Ê
= ‖PÊ⊥

1
K ( j )(w)‖2

H ,
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for j = 2, . . . , t , where PÊ⊥
1

K ( j )(w) is the smooth section which is obtained by applying the
canonical projection on Ê⊥

1 to the section (w,π(u)) 7→ K ( j )(w). On Û1, it is given by the map

(w,π(Θ)) 7→
(
K ( j )(w)−

〈
K ( j )(w), s1(w,π(Θ))

〉
M

‖s1(w,π(Θ))‖2
M

s1(w,π(Θ))

)
.

Thus, we obtain an exact sequence of Hermitian, anti-holomorphic bundles on ∆̂(w0,r ). Next, we
restrict Ê1, Ê and Ê2 on Z ×Pt−1 and denote them as Ẽ1, Ẽ and Ẽ2, respectively. This canonically
gives an exact sequence of bundles on Z ×Pt−1. Finally, for w0 ∈ Z define Ẽ w0

1 = Ẽ1|w0×Pt−1 ,
Ẽ w0 = Ẽ |w0×Pt−1 and Ẽ w0

2 = Ẽ2|w0×Pt−1 . Then

0 → Ẽ w0
1 → Ẽ w0 → Ẽ w0

2 → 0

can be considered as an exact sequence of Hermitian, anti-holomorphic bundles on Pt−1. This
leads us to the following theorem.

Theorem 3.1.1. Let H ,H ′ ⊆O (Ω) be two analytic Hilbert modules for some bounded domain

Ω in Cm . Let M ,M ′ be the submodules of the form [I ], which have been obtained by taking the

closure of I in H ,H ′ respectively. For w0 ∈ Z , set t := dimM ⊗C[z]Cw0 , t ′ := dimM ′⊗C[z]Cw0 .

Assume that t , t ′ ≥ 2. Then we have exact sequences of Hermitian, anti-holomorphic vector

bundles 0 → Ẽ w0
1 → Ẽ w0 → Ẽ w0

2 → 0 and 0 → Ẽ ′w0
1 → Ẽ ′w0 → Ẽ ′w0

2 → 0 on Pt−1. If L : M →M ′ is

an unitary module map, then

(a) t = t ′,

(b) Ẽ w0
1 , Ẽ ′w0

1 ; Ẽ w0 , Ẽ ′w0 and Ẽ w0
2 , Ẽ ′w0

2 are equivalent as Hermitian anti-holomorphic bundles

on Pt−1.

Proof. Since L : M →M ′ is an unitary module map, for any g ∈∩m
i=1 ker(Mzi −w0i )∗, we have

(M
′
zi

)∗(Lg ) = L(M∗
zi

g ) = L(w̄0i g ) = w̄0i (Lg ). Thus,

L
(
∩m

i=1 ker(Mzi −w0i )∗
)
⊆∩m

i=1 ker(M
′
zi
−w0i )∗.

Similarly, one can show that

L−1
(
∩m

i=1 ker(M
′
zi
−w0i )∗

)
⊆∩m

i=1 ker(Mzi −w0i )∗,

which is equivalent to

∩m
i=1 ker(M

′
zi
−w0i )∗ ⊆ L

(
∩m

i=1 ker(Mzi −w0i )∗
)
.

Consequently, L
(∩m

i=1 ker(Mzi −w0i )∗
)=∩m

i=1 ker(M
′
zi
−w0i )∗. But ∩m

i=1 ker(Mzi −w0i )∗ ⊆M ,

∩m
i=1 ker(M

′
zi
− w0i )∗ ⊆ M ′ and L : M → M ′ is an unitary map. This implies that L is an
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isomorphism between ∩m
i=1 ker(Mzi −w0i )∗ and ∩m

i=1 ker(M
′
zi
−w0i )∗. As a result, dimM ⊗C[z]

Cw0 = dimM ′⊗C[z]Cw0 which is equivalent to t = t ′, proving part (a) of the theorem.

Note that Pt−1 = ∪t
i=1Ũ w0

i , where Ũ w0
i = {π(u1, . . . ,ut ) : ui 6= 0}. In particular, Ũ w0

1 =
{π(1,θ1

2, . . . ,θ1
t ) : θ1

j ∈C, j = 2, . . . , t }. Firstly, we will show that on Ũ w0
1 , Ẽ w0

1 and Ẽ ′w0
1 are equiv-

alent. Since M ,M ′ are locally free of rank 1 on (Ω\V (I ))∗ [3, Lemma 1.11] and L is unitary,

from [12, Theorem 3.7] it follows that there exists a non-vanishing, holomorphic function φ

on Ω \ V (I ) such that LK (·, w) = φ(w)K ′(·, w), for all w ∈Ω \ V (I ). But codimV (I ) ≥ 2. So,

according to the Hartog’s Extension Theorem [26, Page 198] φ has an unique extension toΩ

as a non-vanishing, holomorphic function. As a result, the above equality holds for all w ∈Ω.

This implies L∗ f =φ f , for all f ∈M ′ resulting S M
w0

=S M ′
w0

.

Let (g
′
1)w0 , . . . , (g

′
t )w0 be a minimal set of generators of S M ′

w0
. Then there exists a positive

real number r such that K (·, w) =∑t
j=1 g

′
j (w)K ( j )(w) and K ′(·, w) =∑t

j=1 g
′
j (w)K ′( j )(w) for all

w ∈∆(w0,r ). Applying L to the first equality we get,

φ(w)K ′(·, w) =
t∑

j=1
g

′
j (w)LK ( j )(w),

which implies

K ′(·, w) =
t∑

j=1
g

′
j (w)

LK ( j )(w)

φ(w)
.

From [3, Theorem 2.3], {K ′(1)(w0), . . . ,K ′(t )(w0)} is uniquely determined by (g
′
1)w0 , . . . , (g

′
t )w0 .

So, comparing the above two expressions of K ′(·, w) at w0 we obtain, K ′( j )(w0) = LK ( j )(w0)
φ(w0)

, for

j = 1, . . . , t . This implies Ls1(w0,π(Θ)) = φ(w0)s′1(w0,π(Θ)), which proves that L induces an

isometry between the bundles Ẽ w0
1 and Ẽ ′w0

1 on Ũ w0
1 . In other words, on Ũ w0

1 , the bundles are

equivalent. Similarly, it can be shown that the same is true on Ũ w0
i for all i = 2, . . . , t . Hence Ẽ w0

1

and Ẽ ′w0
1 are equivalent as Hermitian, anti-holomorphic bundles on Pt−1.

Ẽ w0 and Ẽ ′w0 have constant global frames on Pt−1, namely, {K (1)(w0), . . . ,K (t )(w0)} and

{K ′(1)(w0), . . . ,K ′(t )(w0)}. So, from the equality LK ( j )(w0) =φ(w0)K ′( j )(w0), for all j = 1, . . . , t , it

follows that L induces an isometric isomorphism between Ẽ w0 and Ẽ ′w0 on Pt−1.

On Ũ w0
1 , Ẽ w0

2 is generated by
{
π(Θ) 7→ K (2)(w0)+(Ẽ w0

1 )π(Θ), . . . ,π(Θ) 7→ K (t )(w0)+(Ẽ w0
1 )π(Θ)

}
,

where (Ẽ w0
1 )π(Θ) is the stalk of Ẽ w0

1 at π(Θ) and K ( j )(w0)+ (Ẽ w0
1 )π(Θ) is the image of K ( j )(w0)

under the quotient map Ẽ w0
π(Θ) → Ẽ w0

π(Θ)/(Ẽ w0
1 )π(Θ), for all j = 1, . . . , t . In short, we write

Ẽ w0
2 |Ũ w0

1
= ⊔
θ1

j ∈C, j=2,...,t

< {[K (2)(w0)], . . . , [K (t )(w0)]} >,

whereΘ= (1,θ1
2, . . . ,θ1

t ). Similarly,

Ẽ ′w0
2 |Ũ w0

1
= ⊔
θ1

j ∈C, j=2,...,t

< {[K ′(2)(w0)], . . . , [K ′(t )(w0)]} > .
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Now, for each j = 1, . . . , t ,

L
(
K ( j )(w0)+ (Ẽ w0

1 )π(Θ)

)
=φ(w0)K ′( j )(w0)+ (Ẽ ′w0

1 )π(Θ) =φ(w0)
(
K ′( j )(w0)+ (Ẽ ′w0

1 )π(Θ)

)
,

which implies L
(
[K ( j )(w0)]

)=φ(w0)[K ′( j )(w0)].

Next, we will show that L induces an isometry between Ẽ w0
2 |Ũ w0

1
and Ẽ ′w0

2 |Ũ w0
1

. Note that

unlike the previous cases this is not automatic from the above equality because (Ẽ w0
2 )π(Θ)(

respectively, (Ẽ ′w0
2 )π(Θ)

)
is not a subspace of M (respectively M ′). So, the Hermitian metrics

on these bundles are not canonically induced from the inner products of M and M ′. However,

the following set of equalities establishes the claim.〈
L
(
[K ( j )(w0)]

)
,L

(
[K (i )(w0)]

)〉
Ẽ ′w0

2

= |φ(w0)|2〈[K ′( j )(w0)], [K ′(i )(w0)]
〉

Ẽ ′w0
2

= |φ(w0)|2
〈

K ′( j )(w0)−
〈

K ′( j )(w0), s′1(w0,π(Θ))
〉
M ′

‖s′1(w0,π(Θ))‖2
M ′

s′1(w0,π(Θ)),

K ′(i )(w0)−
〈

K ′(i )(w0), s′1(w0,π(Θ))
〉
M ′

‖s′1(w0,π(Θ))‖2
M ′

s′1(w0,π(Θ))
〉

M ′

= |φ(w0)|2
[〈

K ′( j )(w0),K ′(i )(w0)
〉
M ′ −

〈
K ′( j )(w0), s′1(w0,π(Θ))

〉
M ′ ·

〈
K ′(i )(w0), s′1(w0,π(Θ))

〉
M ′

‖s′1(w0,π(Θ))‖2
M ′

]

= |φ(w0)|2
[〈

LK ( j )(w0),LK (i )(w0)
〉
M ′

|φ(w0)|2 −〈
LK ( j )(w0),Ls1(w0,π(Θ))

〉
M ′ ·

〈
LK (i )(w0),Ls1(w0,π(Θ))

〉
M ′

|φ(w0)|2‖Ls1(w0,π(Θ))‖2
M ′

]

= 〈
K ( j )(w0),K (i )(w0)

〉
M −

〈
K ( j )(w0), s1(w0,π(Θ))

〉
M ·〈K (i )(w0), s1(w0,π(Θ))

〉
M

‖s1(w0,π(Θ))‖2
M

= 〈
[K ( j )(w0)], [K (i )(w0)]

〉
Ẽ

w0
2

.

Similarly, one can show that the above claim is true on Ũ w0
i , for each i = 2, . . . , t . Consequently,

Ẽ w0
2 and Ẽ ′w0

2 are equivalent as Hermitian, anti-holomorphic bundles on Pt−1.

Corollary 3.1.2. With the same hypothesis as in the previous theorem, we have the following

equalities of the total Chern forms:

i) c(Ẽ w0
1 , Ñ w0

1 ) = c(Ẽ ′w0
1 , Ñ ′w0

1 )

ii) c(Ẽ w0 , Ñ w0 ) = c(Ẽ ′w0 , Ñ ′w0 )

iii) c(Ẽ w0
2 , Ñ w0

2 ) = c(Ẽ ′w0
2 , Ñ ′w0

2 ),
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where Ñ w0
1 , Ñ ′w0

1 , Ñ w0 , Ñ ′w0 , Ñ w0
2 and Ñ ′w0

2 are the Hermitian norms on their respective bun-

dles.

Proof. Follows trivially from the equivalence of the bundles.

Lemma 3.1.3. c(Ẽ w0 , Ñ w0 ) = 0 on Pt−1.

Proof. Pt−1 = ⋃t
i=1Ũ w0

i and for each i = 1. . . t , Ũ w0
i is a co-ordinate chart of Pt−1. On Ũ w0

1 , if

we denote the frame {π(Θ) 7→ K ( j )(w0) : 1 ≤ j ≤ t } by s, then, from [6],

c(Ẽ w0 , Ñ w0 )|Ũ w0
1

= c(Ẽ w0 , Ñ w0 )(s) = det
(
I + i

2π
∂Θ

(
(Ñ w0 (s))−1∂̄ΘÑ w0 (s)

))
.

Now, Ñ w0 (s) = (〈
K ( j )(w0),K (i )(w0)

〉)t
i , j=1, which is a constant function in θ1

j variables, j = 2. . . t .

As a result, c(Ẽ w0 , Ñ w0 )(s) = 0. Similarly, one can show that c(Ẽ w0 , Ñ w0 )|Ũ w0
i

= 0 for i = 2, . . . , t ,

proving the lemma.

In particular, c1(Ẽ w0 , Ñ w0 ) = 0, where c1(Ẽ w0 , Ñ w0 ) is the first Chern form of Ẽ w0 relative
to the Chern connection associated to the metric Ñ w0 . Now, following the work of Bott and
Chern [6, Proposition 4.2], we have the equality c1(Ẽ w0 , Ñ w0 ) = c1(Ẽ w0

1 , Ñ w0
1 )+ c1(Ẽ w0

2 , Ñ w0
2 ).

Consequently, we obtain that c1(Ẽ w0
2 , Ñ w0

2 ) =−c1(Ẽ w0
1 , Ñ w0

1 ) as (1,1) forms on Pt−1.

Next, assume that Ω is a bounded domain in Cm, H ⊆ O (Ω) is an analytic Hilbert
module, M is the closure of a polynomial ideal I in H generated by {p1, . . . , pt } and V (M ) :=
Z (p1, . . . , pt )∩Ω is a submanifold of codimension t ≥ 2. Then, from Theorem 2.1.4, there exists
anti-holomorphic maps F1, . . . ,Ft : V (M ) →M which satisfies the following:

For each w ∈V (M ), there exists a neighbourhood Ωw of w in Ω, anti-holomorphic maps
F 1
Ωw

, . . . ,F t
Ωw

:Ωw →M such that

(a) F j
Ωw

(v) = F j (v), for v ∈V (M )∩Ωw , j = 1, . . . , t ;

(b) K (·,u) =∑t
j=1 p j (u)F j

Ωw
(u), for u ∈Ωw .

Fix an arbitrary point w0 ∈V (M ). Without loss of generality, going to a smaller neighbourhood
if necessary, we may assume that Ωw0 =∆(w0,r ). Define Z =V (M )∩∆(w0,r ) = Z (p1, . . . , pt )∩
∆(w0,r ). Following the blow up construction prescribed above we have an exact sequence of
Hermitian, anti-holomorphic vector bundles on Z ×Pt−1 given by 0 → Ẽ1 → Ẽ → Ẽ2 → 0. Note
that Z ×Pt−1 =∪t

i=1Ũi , where Ũi = Z × {π(u1, . . . ,ut ) : ui 6= 0} = Z ×Ũ w0
i . On Ũ1, Ẽ1, Ẽ and Ẽ2

are described as follows:
Ẽ1 =

⊔
(v,π(Θ))∈Ũ1

< {s1(v,π(Θ))} >,
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where s1(v,π(Θ)) = F 1
Ωw0

(v)+θ̄1
2F 2
Ωw0

(v)+·· ·+θ̄1
t F t
Ωw0

(v) = F1(v)+θ̄1
2F2(v)+·· ·+θ̄1

t Ft (v) for any
(v,π(Θ)) ∈ Ũ1, Θ= (1,θ1

2, . . . ,θ1
t ). Similarly,

Ẽ = ⊔
(v,π(Θ))∈Ũ1

< {s1(v,π(Θ)),F2(v), . . . ,Ft (v)} >

and
Ẽ2 =

⊔
(v,π(Θ))∈Ũ1

< {[F2(v)], . . . , [Ft (v)]} >,

where, [F j (v)] denotes the section (v,π(Θ)) 7→ F j (v)+< {s1(v,π(Θ))} > on Ũ1, for each j = 2, . . . , t .
Now, we will generalize Theorem 3.1.1.

Theorem 3.1.4. LetΩ be a bounded domain in Cm , H ,H ′ ⊆O (Ω) be analytic Hilbert modules,

I be a polynomial ideal generated by {p1, . . . , pt } and M ,M ′ be the closure of I in H ,H ′,
respectively. Then, following the above, we have two exact sequences of Hermitian, anti-

holomorphic bundles on Z ×Pt−1 given by 0 → Ẽ1 → Ẽ → Ẽ2 → 0 and 0 → Ẽ
′
1 → Ẽ

′ → Ẽ
′
2 → 0. If

L : M →M ′ is an unitary module map, then Ẽ1, Ẽ
′
1; Ẽ , Ẽ

′
and Ẽ2, Ẽ

′
2 are equivalent.

Proof. Firstly, observe that M ,M ′ ∈B1(Ω). So, there exists a non-vanishing holomorphic

function φ onΩ such that LK (·, w) =φ(w)K ′(·, w) for all w ∈Ω. Moreover, from condition (b)

of Theorem 2.1.4 we have

K (·,u) =
t∑

j=1
p j (u)F j

Ωw0
(u) and K ′(·,u) =

t∑
j=1

p j (u)F ′ j
Ωw0

(u), (3.1)

for all u ∈Ωw0 =∆(w0,r ). Now, applying L to the first equality of 3.1 we obtain that

φ(u)K ′(·,u) =
t∑

j=1
p j (u)LF j

Ωw0
(u)

which implies

K ′(·,u) =
t∑

j=1
p j (u)

LF j
Ωw0

(u)

φ(u)
.

Note that v 7→ LF j (v)

φ(v)
and v 7→ F ′

j (v), j = 1, . . . , t are anti-holomorphic maps from V (M ) to

M satisfying 1.a) and 1.b) of Theorem 2.1.4. So, by condition 2 of Theorem 2.1.4, we have
LF j (v)

φ(v)
= F ′

j (v), or equivalently, LF j (v) =φ(v)F ′
j (v), for all j = 1, . . . , t . As a result, Ls1(v,π(Θ)) =

φ(v)s′1(v,π(Θ)) and L
(
[F j (v)]

) = φ(v)[F ′
j (v)], for all j = 2, . . . , t . Finally, following similar ar-

guments as given in Theorem 3.1.1, it can be shown that L induces isometric isomorphisms

between each pair of bundles.

Consequently, we obtain the following Corollary generalizing Corollary 3.1.2.
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Corollary 3.1.5. Under the hypotheses of Theorem 3.1.4, we have

i) c(Ẽ1, Ñ1) = c(Ẽ
′
1, Ñ

′
1)

ii) c(Ẽ , Ñ ) = c(Ẽ
′
, Ñ

′
)

iii) c(Ẽ2, Ñ2) = c(Ẽ
′
2, Ñ

′
2),

where Ñ1, Ñ
′
1, Ñ , Ñ

′
, Ñ2 and Ñ

′
2 are the Hermitian norms on their respective bundles.

Proof. Follows trivially from the equivalence of bundles proved in Theorem 3.1.4.

Remark 3.1.6. If we fix an arbitrary point p ∈Pt−1 and restrict the bundles in Theorem 3.1.4

on Z × {p}, we will obtain two exact sequences of Hermitian, anti-holomorphic bundles on Z .

Consequently, the unitary module map L : M →M ′ makes the restrictions of Ẽ1, Ẽ
′
1; Ẽ , Ẽ

′
and

Ẽ2, Ẽ
′
2 on Z × {p} equivalent.

3.2 The kernel decomposition formula

Lemma 3.2.1. Let H be a Hilbert space. For any two closed subspaces M1,M2 of H , the

following are equivalent:

(a) M1 ªM12 =M1 ªM2 := { f ∈M1 :
〈

f , g
〉
H = 0 ∀g ∈M2}, where M12 =M1 ∩M2;

(b) M1 ªM12 ⊥M2 ªM12;

(c) M1 +M2 ªM1 =M2 ªM12.

Proof. (a)⇔(b) Let f ∈M1 ªM12 =M1 ªM2 be an arbitrary element. Then
〈

f , g
〉
H = 0 for all

g ∈M2 and hence for all g ∈M2 ªM12. Conversely, assume that M1 ªM12 ⊥M2 ªM12. Then

for any f ∈M1 ªM12, g ∈M2,〈
f , g

〉
H = 〈

f ,PM2ªM12 g +PM12 g
〉
H = 〈

f ,PM2ªM12 g
〉
H +〈

f ,PM12 g
〉
H = 0.

So, M1ªM12 ⊆M1ªM2. On the other hand, from the description of M1ªM2 it clearly follows

that M1 ªM2 ⊆M1 ªM12.

(b)⇔(c) From (c) we clearly have M1 ⊥M2 ªM12. Since M1 ªM12 ⊆M1, part (b) follows.

For the converse part, firstly, note that part (b) implies M1 ⊥ M2 ªM12. As a result, M1 +
(M2 ªM12) is a closed subspace of H . Also, observe that M1 +M2 ⊆M1 + (M2 ªM12). This is

because for each f ∈M1 +M2, there exist f1 ∈M1, f2 ∈M2 such that f = f1 + f2 and

f1 + f2 = ( f1 +PM12 f2)+PM2ªM12 f2 ∈M1 + (M2 ªM12).
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Now, for f ∈ M1 +M2, there exists a sequence fn ∈ M1 +M2 such that fn converges to f

in H . But fn ∈ M1 + (M2 ªM12) for each n and M1 + (M2 ªM12) is closed. Consequently,

M1 +M2 ⊆ M1 + (M2 ªM12). On the other hand, M1 + (M2 ªM12) is clearly a subset of

M1 +M2 ⊆M1 +M2. As a result, M1 +M2 =M1 + (M2 ªM12). Since M1 ⊥M2 ªM12, this is

equivalent to M1 +M2 ªM1 =M2 ªM12.

As a corollary, we have the following proposition.

Proposition 3.2.2. LetΩ be a bounded domain in Cm and H be a “Reproducing Kernel Hilbert

Space (RKHS)” consisting of complex valued holomorphic functions defined onΩ. For i = 1,2,

define Mi = { f ∈ H : f = 0 on Zi }, where Zi is a subset of Ω, not necessarily open. Then the

following are equivalent:

(a) M1 ªM12 =M1 ªM2;

(b) M1 ªM12 ⊥M2 ªM12;

(c) M1 +M2 ªM1 =M2 ªM12;

(d) K
M1+M2

(w1, w2) = K
M1+M2

(w2, w1) = 0, where w1 ∈ Z1, w2 ∈ Z2 and K
M1+M2

is the

reproducing kernel of M1 +M2.

Proof. Proof of (a)⇔(b), (b)⇔(c) has already been done in the lemma above. Here we will

show (b)⇔(d). To prove the forward part, observe that (b) implies M1 +M2 ªM1 =M2 ªM12

(similarly, M1 +M2 ªM2 = M1 ªM12). So, M1 +M2 ªM1 ⊥ M1 +M2 ªM2. Next, for i =
1,2, note that M1 +M2 ªMi = ∨

{K
M1+M2

(·, wi ) : wi ∈ Zi }. From the line above, this means

K
M1+M2

(w1, w2) = K
M1+M2

(w2, w1) = 0, w1 ∈Z1, w2 ∈Z2.

From the description of M1 +M2 ªMi , i = 1,2, it is clear that (d) implies M1 +M2 ªM1

and M1 +M2 ªM2 are pairwise orthogonal. Now, M1 +M2 = M1 + (M1 +M2 ªM1). This

means, M1 +M2 ªM2 ⊆M1 (similarly, M1 +M2 ªM1 ⊆M2). So, for w1 ∈Z1, w2 ∈Z2,

K
M1+M2

(·, w1) = PM2 K
M1+M2

(·, w1) = KM2 (·, w1)

and

K
M1+M2

(·, w2) = PM1 K
M1+M2

(·, w2) = KM1 (·, w2).

But M2 ªM12 = ∨
{KM2 (·, w1) : w1 ∈ (Z1 ∪Z2)−Z2} = ∨

{KM2 (·, w1) : w1 ∈ Z1}. The second

equality is true because for each w2 ∈Z2, KM2 (·, w2) ∈M2 ⊆H . Consequently, KM2 (w2, w2) =
‖KM2 (·, w2)‖2

H
= 0 which implies KM2 (·, w2) = 0. Similarly, M1ªM12 =∨

{KM1 (·, w2) : w2 ∈Z2}.

As a result, for wi ∈Zi , i = 1,2,〈
KM1 (·, w2),KM2 (·, w1)

〉
H = 〈

K
M1+M2

(·, w2),K
M1+M2

(·, w1)
〉
H = K

M1+M2
(w1, w2) = 0

which proves part (b).
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If any one of the conditions of the previous proposition is true, we obtain a decomposition
formula for the reproducing kernel of M1 +M2 given by

K
M1+M2

(z, w) = KM1 (z, w)+KM2 (z, w)−KM12 (z, w). (3.2)

More generally, if we assume Ω,H as above, Mi = { f ∈H : f = 0 on Zi } for i = 1, . . . ,n, then
under suitable conditions we obtain the following

K (z, w) =
n∑

i=1
Ki (z, w)−

n∑
i< j ,i , j=1

Ki j (z, w)+·· ·

+ (−1)k−1
n∑

i1<...<ik ,i1,...,ik=1
Ki1...ik (z, w)+·· ·+ (−1)n−1K1...n(z, w),

(3.3)

where K is the reproducing kernel of M :=M1 +·· ·+Mn and for i1, . . . , ik ∈ {1, . . . ,n}, Ki1...ik is
the reproducing kernel of Mi1 ∩·· ·∩Mik . In what follows, we will describe a set of sufficient
conditions for the above equality to be true when n = 3. Conditions for n ≥ 4 can be obtained
similarly.

When n = 3, M =M1 +M2 +M3 =M1 + (M2 +M3). Now, if we assume that M2 +M3 =
{ f ∈ H : f = 0 on Z2 ∩Z3} and K (z, w) = 0, for all z ∈ Z1, w ∈ Z2 ∩Z3, then from Equation
(3.2) it follows that

K (z, w) = KM1 (z, w)+K
M2+M3

(z, w)−K
M1∩M2+M3

(z, w). (3.4)

Observe that M12 +M13 ⊆ M1 ∩M2 +M3, where M12,M13 represents M1 ∩M2, M1 ∩M3

respectively. If we assume that these spaces are equal, then Equation (3.4) becomes

K (z, w) = KM1 (z, w)+K
M2+M3

(z, w)−K
M12+M13

(z, w).

Finally, if K
M2+M3

(z, w) = 0, for all z ∈ Z2, w ∈ Z3 and K
M12+M13

(z, w) = 0, for all z ∈ Z1 ∪
Z2, w ∈Z1 ∪Z3, then repeated application of Equation (3.2) gives

K (z, w) = KM1 (z, w)+K
M2+M3

(z, w)−K
M12+M13

(z, w)

= K1(z, w)+ (
K2(z, w)+K3(z, w)−K23(z, w)

)− (
K12(z, w)+K13(z, w)−K123(z, w)

)
= K1(z, w)+K2(z, w)+K3(z, w)−K12(z, w)−K13(z, w)−K23(z, w)+K123(z, w).

3.3 Some examples

Now, we will consider the following examples.

Example 3.3.1. For λ= (λ1, . . . ,λm) ∈Rm+ , m ≥ 3, let H = Hλ(Dm), where

Hλ(Dm) :=
{

f ∈O (Dm) : if f =∑
α

f (α)zα, then
∑
α

| f (α)|2(λ
α

) <∞
}
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with the inner product
〈

f , g
〉
H = ∑

α
f (α)g (α)

(λα)
, α = (α1, . . . ,αm) ∈ (

N∪ {0}
)m ,

(λ
α

) = (λ1
α1

) · · ·(λm
αm

)
and for each k, 1 ≤ k ≤ m,(

λk

αk

)
=


λk (λk+1)···(λk+αk−1)

(αk )! when αk ≥ 1

1 when αk = 0.

Also, for each i = 1,2,3, let Mi := { f ∈ H : f = 0 on zi = 0} and M := { f ∈ H : f = 0 on z1 =
z2 = z3 = 0}. Then it can be checked that Mi ,M are the closure of the polynomial ideals in H

generated by {zi }, {z1, z2, z3} respectively. As a result, M =M1 +M2 +M3. Moreover,

M2 +M3 =< {z2, z3} >= { f ∈H : f = 0 on z2 = z3 = 0}.

Consider an orthonormal basis
{
eα : α ∈ (

N∪ {0}
)m}

of H , where eα(z) =
√(λ

α

)
zα. Then an

orthonormal basis of M is
{
eα :α1 +α2 +α3 ≥ 1,α ∈ (

N∪ {0}
)m}

. So, we have

K (z, w) = ∑
α:α1+α2+α3≥1

eα(z)eα(w) = ∑
α:α1+α2+α3≥1

(
λ

α

)
zαw̄α,

for all z, w ∈ Dm . If α1 ≥ 1, then K (z, w) = 0 for any (z, w) with z1 = 0. On the other hand, if

α1 = 0 and α2 +α3 ≥ 1, then K (z, w) = 0 for (z, w) ∈ {w2 = w3 = 0}. Thus, K (z, w) = 0 for any

(z, w) where z1 = 0 and w2 = w3 = 0. Consequently, K satisfies Equation (3.4). Now, observe

that for any i , j ∈ {1,2,3},

Mi j =Mi ∩M j = { f ∈H : f = 0 on zi z j = 0} =< {zi z j } >.

As a result, it can be checked that

M12 +M13 =< {z1z2, z1z3} >= { f ∈H : f = 0 on z1z2 = z1z3 = 0}.

On the other hand, it is clear that M1 ∩M2 +M3 = { f ∈ H : f = 0 on z1z2 = z1z3 = 0} which

gives M1 ∩M2 +M3 = M12 +M13. Finally, observe that
{
eα : α2 +α3 ≥ 1,α ∈ (

N∪ {0}
)m}

and{
eα : α1 ≥ 1,α2 +α3 ≥ 1,α ∈ (

N∪ {0}
)m}

are orthonormal bases of M2 +M3 and M12 +M13

respectively. So,

K
M2+M3

(z, w) = ∑
α:α2+α3≥1

(
λ

α

)
zαw̄α and K

M12+M13
(z, w) = ∑

α:α≥1,α2+α3≥1

(
λ

α

)
zαw̄α,

for all z, w ∈ Dm . As a result, K
M2+M3

(z, w) = 0, for all (z, w) such that z ∈ {z2 = 0}, w ∈ {w3 =
0} and K

M12+M13
(z, w) = 0, for all (z, w) such that z ∈ {z1z2 = 0}, w ∈ {w1w3 = 0}. From the

previous discussion, this gives

K (z, w) = K1(z, w)+K2(z, w)+K3(z, w)−K12(z, w)−K13(z, w)−K23(z, w)+K123(z, w).

In general, following similar arguments as above, it can also be proved that when n ≤ m,

i1, . . . , in ∈ {1, . . . ,m} and M = { f ∈ Hλ(Dm) : f = 0 on zi1 = ·· · = zin = 0}, the reproducing kernel

K of M satisfies the decomposition formula given by Equation (3.3).
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Example 3.3.2. Let H = Hλ(D3) and for ε> 0, consider the submodules M1,M2 of H , where

M1 = { f ∈H : f = 0 on z1 −εz2 = 0}

and

M2 = { f ∈H : f = 0 on z3 = 0}.

Now, suppose f (z1, z2, z3) = ∑
i , j ,k∈N∪{0} f̂ (i , j ,k)zi

1z j
2 zk

3 , for all z1, z2, z3 ∈ D and assume that

f ∈M1. Then we have

f (εz2, z2, z3) = ∑
i , j ,k≥0

εi f̂ (i , j ,k)zi+ j
2 zk

3 = 0.

As a result,

f (z1, z2, z3) = ∑
j ,k≥0

f̂ (0, j ,k)z j
2 zk

3 + ∑
i≥1, j ,k≥0

f̂ (i , j ,k)
(
εz2 + (z1 −εz2)

)i z j
2 zk

3

= ∑
j ,k≥0

f̂ (0, j ,k)z j
2 zk

3 + ∑
i≥1, j ,k≥0

f̂ (i , j ,k)
(
εi zi

2 + iεi−1zi−1
2 (z1 −εz2)+·· ·+ (z1 −εz2)i

)
z j

2 zk
3

= f (εz2, z2, z3)+ ∑
i≥1, j ,k≥0

f̂ (i , j ,k)
(
iεi−1zi−1

2 (z1 −εz2)+·· ·+ (z1 −εz2)i
)
z j

2 zk
3

=
∞∑

n=1

∑
i≥1,i+ j+k=n

f̂ (i , j ,k)
(
iεi−1zi−1

2 (z1 −εz2)+·· ·+ (z1 −εz2)i
)
z j

2 zk
3

=
∞∑

n=1
pn(z1, z2, z3).

Clearly, for each n ≥ 1, pn is a homogeneous polynomial of degree n and z1 −εz2 divides pn .

Also, from degree arguments it follows that pn(z1, z2, z3) =∑
i+ j+k=n f̂ (i , j ,k)zi

1z j
2 zk

3 . Thus, if

we define sl =
∑l

n=1 pn , for l = 1,2, . . ., then sl converges to f in H proving M1 to be the closure

of the principal ideal generated by z1−εz2 in H . Similarly, one can show that M2 is the closure

of the ideal generated by z3.

Next, consider the submodule M of H which is the closure of the polynomial ideal

generated by z1 −εz2 and z3. Then it can be easily checked that M =M1 +M2. We will show

that the reproducing kernel K of M satisfies Equation (3.3).

Choose an arbitrary element f in M⊥. Since f ⊥M2, we have f (z1, z2, z3) =∑
i , j≥0 f̂ (i , j ,0)zi

1z j
2 .

Consequently, M⊥ can be considered as a subspace of H (λ1,λ2)(D2) ª< {z1 −εz2} >. Now, fol-

lowing the calculations done in [14, Section 2.1] we obtain that H (λ1,λ2)(D2) ª< {z1 −εz2} > is

the closed linear span of the set
{
ek : k ∈N∪ {0}

}
, where, for z1, z2 ∈D,

ek (z1, z2) = ∑
i+ j=n,i , j∈N∪{0}

zi
1z j

2(λ1
i

)(λ2
j

) .
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Define εk :D3 →C as εk (z1, z2, z3) = ek (z1, z2). Clearly, M⊥ =∨{
εk : k ∈N∪ {0}

}
. As a result, we

have

K (z, w) = KH (z, w)−KM⊥(z, w)

=
( ∑

i , j≥0

zi
1z j

2 w̄ i
1w̄ j

2(λ1
i

)(λ2
j

) + ∑
i , j≥0,k≥1

zi
1z j

2 zk
3 w̄ i

1w̄ j
2 w̄ k

3(λ1
i

)(λ2
j

)(λ3
k

) )
−K(

H (λ1,λ2)(D2) ª <{z1−εz2}>
)(z, w)

=
(
KH (λ1,λ2)(D2)(z, w)+ z3w̄3

∑
i , j ,k≥0

zi
1z j

2 zk
3 w̄ i

1w̄ j
2 w̄ k

3(λ1
i

)(λ2
j

)( λ3
k+1

) )
−K(

H (λ1,λ2)(D2) ª <{z1−εz2}>
)(z, w)

= K(<{z1−εz2}>)(z, w)+ z3w̄3χ3(z, w)

= (z1 −εz2)(w̄1 −εw̄2)χ(<{z1−εz2}>)(z, w)+ z3w̄3χ3(z, w),

where KN denotes the reproducing kernel of the Hilbert space N . For z, w ∈D3, if z1 −εz2 = 0

and w3 = 0, then, following previous equalities, it is clear that K (z, w) = 0. But according to

Proposition 3.2.2, this is one of the sufficient conditions for the decomposition formula given

by Equation (3.2) which proves our claim.

So far we have assumed that Mi is the maximal set of functions vanishing on a closed
subset Zi ⊆Ω, for all i = 1, . . . ,n. In the following class of examples we will show that the
decomposition formula is valid even when Mi is assumed to be the closure of a principal ideal
in H which is not necessarily maximal.

Example 3.3.3. Let H = Hλ(Dm) and for i = 1,2,3, consider the subspace Mi of H which is

the closure of the principal ideal generated by zri
i , where m ≥ 3 and r1,r2,r3 ∈N. Then we have

Mi =
∨{

eα :αi ≥ ri ,α j ≥ 0 for j 6= i
}
,

where α= (α1, . . . ,αm) ∈ (
N∪ {0}

)m is a multi-index and eα(z) = (λ
α

)
zα, for all z ∈Dm . Next, con-

sider the subspace which is of the form< {zr1
1 , zr2

2 , zr2
2 } >(closure in H ). Then M =M1 +M2 +M3.

Similarly, one can check that M2 +M3 =< {zr2
2 , zr3

3 } >. As a result,

M2 +M3 =
∨{

eα : either α2 ∈ {0, . . . ,r2 −1},α3 ≥ r3 or α2 ≥ r2,α3 ≥ 0 and α j ≥ 0 for j ∉ {2,3}
}

which gives

M1 ∩M2 +M3

=∨{
eα :α1 ≥ r1,either α2 ∈ {0, . . . ,r2 −1},α3 ≥ r3 or α2 ≥ r2,α3 ≥ 0 and α j ≥ 0 for j ∉ {1,2,3}

}
.

Thus, M1 ∩M2 +M3 =< {zr1
1 , zr2

2 , zr2
2 } >. On the other hand,

M12 :=M1 ∩M2 =
∨{

eα :α1 ≥ r1,α2 ≥ r2,α j ≥ 0 for j ∉ {1,2}
}=< {zr1

1 zr2
2 } >

and similarly, M13 =< {zr1
1 zr3

3 } >. So, M12 +M13 =< {zr1
1 zr2

2 , zr1
1 zr3

3 } > which proves that M1 ∩
M2 +M3 =M12 +M13. Now, observe the following:
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1. M1 ª (M12 +M13) = ∨{
eα : α1 ≥ r1,α2 ∈ {0, . . . ,r2 − 1},α3 ∈ {0, . . . ,r3 − 1},α j ≥ 0 for j ∉

{1,2,3}
}

which is clearly orthogonal to M2 +M3;

2. M2ªM23 =∨{
eα :α2 ≥ r2,α3 ∈ {0, . . . ,r3−1},α j ≥ 0 for j ∉ {2,3}

}
and hence is orthogonal

to M3;

3. M12 ∩M13 =M1 ∩M2 ∩M3 =∨{
eα :α1 ≥ r1,α2 ≥ r2,α3 ≥ r3,α j ≥ 0 for j ∉ {1,2,3}

}
;

4. If we denote M1 ∩M2 ∩M3 as M123, then M12 ªM123 = ∨{
eα : α1 ≥ r1,α2 ≥ r2,α3 ∈

{0, . . . ,r3 −1},α j ≥ 0 for j ∉ {1,2,3}
}

and is orthogonal to M13.

(1) implies that
(
M1 ª (M12 +M13)

) ⊥ (
M2 +M3 ª (M12 +M13)

)
. From Lemma 3.2.1 this is

equivalent to the fact that M ªM1 =M2 +M3 ª (M12 +M13). Thus, for all z, w ∈Ω,

K (z, w) = K1(z, w)+K
M2+M3

(z, w)−K
M12+M13

(z, w).

Similarly, (2) and (4) implies that (M2 ªM23) ⊥ (M3 ªM23) and (M12 ªM123) ⊥ (M13 ªM123),

respectively. So, applying Lemma 3.2.1 we obtain that

K
M2+M3

(z, w) = K2(z, w)+K3(z, w)−K23(z, w)

and

K
M12+M13

(z, w) = K12(z, w)+K13(z, w)−K123(z, w),

for all z, w ∈Ω. Finally, if we plug the expressions of K
M2+M3

and K
M12+M13

in the expression

of K , then it becomes apparent that K satisfies the decomposition formula as desired.

Generalizing these arguments we can prove the following: Let 2 ≤ n ≤ m, i1, . . . , in ∈
{1, . . . ,m}, r1, . . . ,rn ∈N and consider the subspace M of H given by the closure of the polyno-

mial ideal generated by the set
{

zr1
i1

, . . . , zrn
in

}
. Then the reproducing kernel K of M satisfies the

decomposition formula given by Equation (3.3).

Remark 3.3.4. Let M1,M2 and M be submodules of the Hardy module H 2(D2) obtained

by taking closure of the polynomial ideals generated by {z1z2}, {z1 − z2} and {z1z2, z1 − z2}

respectively. In this example, the reproducing kernel K of M does not admit a decomposition

of the form prescribed in Equation (3.2). This can be seen through the following steps:

1. For each w ∈ D2, K1(·, w) ∈ M1 ⊆ { f ∈ H 2(D2) : f (z) = 0 on z1z2 = 0}. So, if z ∈ D2 and

z1z2 = 0, then K1(z, w) = 0.

2. Since M12 ⊆M1, K12(z, w) = 0.

3. K2(z, w) = K2(w, z), z, w ∈D2. So K2(z, w) = 0 when w1 −w2 = 0, w ∈D2.

4. If z, w ∈D2, z1z2 = 0, w1 −w2 = 0 and K = K1 +K2 −K12, then K (z, w) = 0.
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5. On the other hand, from direct computation we get

K (z, w) = (z1 − z2)(w̄1 − w̄2)

2
+ ∑

i , j≥0,i+ j≥2
zi

1z j
2 w̄ i

1w̄ j
2 .

In particular, K
(
( 1

2 ,0), ( 1
2 , 1

2 )
) = ∑∞

i=2

(1
4

)i = 1
12 6= 0 which contradicts the outcome men-

tioned in step 4.

3.4 Applications

3.4.1 An explicit description of the joint kernel on the singular set

Proposition 3.4.1. Let H ⊆O (Ω) be an analytic Hilbert module for some bounded domainΩ

in Cm and I be a polynomial ideal in C[z1, . . . , zm] with generators {p1, . . . , pt }. Also, let M be

the closure of I in H . Assume that

i) Z (p1, . . . , pt )∩Ω is a submanifold of codimension t (≥ 2),

ii) pi , p j are relatively prime for i 6= j , 1 ≤ i , j ≤ t .

Then there exists anti-holomorphic maps F1, . . . ,Ft : Z (p1, . . . , pt )∩Ω→M which satisfy condi-

tions 1 to 4 of Theorem 2.1.4. For i = 1, . . . , t , let Ii be the principal ideal generated by pi and set

Mi to be the closure of Ii in H with reproducing kernel Ki . Suppose K admits a decomposition

as in Equation (3.3). Then Fi (v) = Mpiχi (·, v) for all v ∈ Z (p1, . . . , pt )∩Ω, where χi is taken from

the equation Ki (z, w) = pi (z)pi (w)χi (z, w), z, w ∈Ω.

As a prerequisite, we will first prove the following two lemmas.

Lemma 3.4.2. Suppose k ≤ t and i1, . . . , ik ∈ {1, . . . , t }. Then an arbitrary element of Mi1 ∩·· ·∩
Mik is divisible by pi1 · · ·pik in O (Ω).

Proof. Firstly, choose an arbitrary element m ∈ M12 = M1 ∩M2. Then m = p1h1 = p2h2, for

some holomorphic functions h1,h2 :Ω→ C. Clearly, p2 divides p1h1. We will show that p2

divides h1, i.e., there exists a holomorphic function g2 :Ω→C such that h1 = p2g2 onΩ.

It is enough to show that for each x ∈ Ω, there exists a neighbourhood Ux of x in Ω, a

holomorphic function gUx
2 : Ux →C such that h1 = p2gUx

2 on Ux . To see this, take x, y ∈Ω, x 6= y

such that Ux ∩Uy is non-empty. Then, on Ux ∩Uy , p2gUx
2 = p2g

Uy

2 which implies gUx
2 = g

Uy

2 ,

by the identity theorem. So, if we define g2 : Ω→ C as g2|Ux = gUx
2 , then it is well-defined,

holomorphic onΩ and satisfies h1 = p2g2 in O (Ω).

Observe that Ω = (
Ω \ Z (p2)

)∪ (
Z (p2) \ Z (p1, p2)

)∪ Z (p1, p2). It is clear that for any x ∈
Ω\Z (p2), Ux =Ω\Z (p2) and gUx

2 = h/p2. Now, choose an arbitrary point x ∈ (
Z (p2)\Z (p1, p2)

)
.
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Since (p2)x divides (p1h1)x in Ox and (p1)x is an unit, (p2)x divides (h1)x . So, p2 divides h1 in

some neighbourhood Ux of x. Finally, let x ∈ Z (p1, p2). If (p1)x , (p2)x are relatively prime in

Ox , then, from (p2)x divides (p1h1)x we can also conclude that (p2)x divides (h1)x . To see this,

consider an irreducible factorization of (p2)x in Ox given by

(p2)x = (a1)n1
x · · · (ak )nk

x ,

where (a1)x , . . . , (ak )x are distinct irreducible factors of (p2)x , n1, . . . ,nk ∈N. Since (p1)x , (p2)x

are relatively prime, none of them is a factor of (p1)x . So, (al )x divides (h1)x , for each l ,1 ≤ l ,≤ k.

Now, (p2)x divides (p1h1)x implies (al )nl
x divides (p1h1)x , or equivalently, (al )nl−1

x divides

(p1)x(h/a1)x . If nl > 1, then this gives (al )x divides (p1)x(h/a1)x which implies (al )x divides

(h/a1)x . Thus, (al )2
x divides (h1)x . Proceeding similarly, we obtain that (al )nl

x divides (h1)x , for

each l ,1 ≤ l ,≤ k. Since the least common multiple of {(a1)n1
x , . . . , (ak )nk

x } is their product (p2)x ,

from the previous line it follows that (p2)x divides (h1)x in Ox .

Now, we will show that (p1)x , (p2)x are relatively prime for any x ∈ Z (p1, p2). Consider the

biholomorphismΦ on Cm given byΦ(z1, . . . , zm) = (z1 − x1, . . . , zm − xm). Then, it is clear that

Φ(x) = 0 and p1 ◦Φ−1, p2 ◦Φ−1 are polynomials. Also, note that relatively prime is invariant

under biholomorphism. This means

i) p1, p2 are relatively prime in C[z1, . . . , zm] if and only if p1 ◦Φ−1, p2 ◦Φ−1 are relatively

prime in C[z1, . . . , zm];

ii) (p1)x , (p2)x are relatively prime in Ox if and only if (p1 ◦Φ−1)0, (p2 ◦Φ−1)0 are relatively

prime in O0.

So, without loss of generality, we can assume that x = 0 and it is enough to show that p1, p2 are

relatively prime in C[z1, . . . , zm] implies (p1)0, (p2)0 are relatively prime in O0.

Identify C[z1, . . . , zm] as C[z1, . . . , zm−1][zm]. The latter is the collection of all polynomials

of the form

b0 +b1zm +b2z2
m +·· ·+bk zk

m ,

where k ∈N∪ {0}, b0, . . . ,bk ∈ C[z1, . . . , zm−1]. Since p1, p2 are relatively prime in C[z1, . . . , zm],

they do not have any common irreducible factors in C[z1, . . . , zm−1][zm]. By Gauss’ lemma

any irreducible element in C[z1, . . . , zm] whose degree in zm variable is strictly positive, is ir-

reducible in Q[z1, . . . , zm−1][zm], where Q[z1, . . . , zm−1] is the quotient field of C[z1, . . . , zm−1]

and Q[z1, . . . , zm][zm] consists of polynomials in zm with coefficients in Q[z1, . . . , zm−1]. Conse-

quently, p1, p2 are relatively prime as elements in Q[z1, . . . , zm−1][zm]. It can be checked that

Q[z1, . . . , zm−1][zm] is a PID. So, there exists r1,r2 ∈Q[z1, . . . , zm−1][zm] such that

p1r1 +p2r2 = 1,
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or equivalently, there exists q1, q2, q ∈ C[z1, . . . , zm] such that q is independent of zm , not

identically 0 and we have the equality

p1q1 +p2q2 = q.

This clearly implies that (p1)0, (p2)0 are relatively prime OCm−1,0[zm]. Finally, from [24, Lemma

II.B.5] it follows that (p1)0, (p2)0 are relatively prime in O0 which proves our claim. As a result,

p1p2 divides m in O (Ω).

Next, let m be an arbitrary element of Mi1 ∩Mi2 ∩Mi3 = Mi1i2 ∩Mi3 . Then, from the

previous claim it follows that both pi1 pi2 and pi3 divides m. Now, if we choose p1 = pi1 pi2

and p2 = pi3 , then, following similar arguments as above we obtain that pi1 pi2 pi3 divides m in

O (Ω). Proceeding similarly, the general case follows.

Lemma 3.4.3. Let Ki1...ik be the reproducing kernel of Mi1 ∩ ·· · ∩Mik . Then Ki1...ik (z, w) =
(pi1 · · ·pik )(z)(pi1 · · ·pik )(w)χi1...ik (z, w), for some sesquianalytic function χi1...ik :Ω×Ω→C.

Proof. Let
{
en : n ∈N∪ {0}

}
be an orthonormal basis of Mi1 ∩·· ·∩Mik . Then, by Lemma 3.4.2,

we have en(z) = (pi1 · · ·pik )(z)εn(z), for εn ∈O (Ω),n ∈N∪ {0}. Define

fn(z, w) = en(z)en(w) and f (z, w) = (pi1 · · ·pik )(z)(pi1 · · ·pik )(w),

for all (z, w) ∈Ω×Ω. Then, it is clear that f divides fn for all n and hence ord(z,w) f ≤ ord(z,w) fn ,

where ord(z,w) f ,ord(z,w) fn denotes the total order of f , fn at the point (z, w) as defined in [24,

Page 8].

Now, consider two arbitrary multi-indices α,β ∈ (
N∪ {0}

)m such that |α+β| = |α|+ |β| <
ord(z,w) f . Then |α+β| < ord(z,w) fn and hence ∂α∂̄β fn(z, w) = 0, for all z, w ∈Ω. Moreover, we

have

∂α∂̄βKi1...ik (z, w) = ∑
n≥0

∂αen(z)∂βen(w) = ∑
n≥0

∂α∂̄β fn(z, w) = 0.

Consequently, ord(z,w) f ≤ ord(z,w)Ki1...ik , for all (z, w) ∈Ω×Ω and the lemma follows from [9,

Section 1.5].

Now we will prove Proposition 3.4.1.

Proof. From Equation (3.3), for each w ∈Ω, we have the following:

K (·, w)

=
t∑

i=1
Ki (·, w)−

t∑
i< j ,i , j=1

Ki j (·, w)+·· ·+ (−1)t−1K1...t (·, w)

=
(
K1(·, w)−

t∑
i=2

K1i (·, w)+·· ·+ (−1)k−1
t∑

i2<...<ik ,i2,...,ik=2
K1i2...ik (·, w)+·· ·+ (−1)n−1K1...t (·, w)

)
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+
(
K2(·, w)−

t∑
i=3

K2i (·, w)+·· ·+ (−1)t−2K2...t (·, w)
)
+·· ·+Kt (·, w)

= p1(w)
(
Mp1χ1(·, w)−

t∑
i=2

pi (w)Mp1piχ1i (·, w)+·· ·+ (−1)n−1(p2 · · ·pt )(w)Mp1···ptχ1...t (·, w)
)

+p2(w)
(
Mp2χ2(·, w)−

t∑
i=3

pi (w)Mp2piχ2i (·, w)+·· ·+ (−1)n−2(p3 · · ·pt )(w)Mp2···ptχ2...t (·, w)
)

+·· ·+pt (w)Mptχt (·, w)

= p1(w)G1(w)+p2(w)G2(w)+·· ·pt (w)Gt (w).

Clearly, G1, . . . ,Gt : Ω→ M are anti-holomorphic maps and G j (v) = Mp jχ j (·, v), for all v ∈
V (M ), j = 1, . . . , t . Consequently, applying condition 2 of Theorem 2.1.4 we obtain that F j (v) =
G j (v) = Mp jχ j (·, v) which proves the proposition.

From the proof given above, it follows that under the additional hypotheses mentioned in
Proposition 3.4.1, Ωw =Ω, for all w ∈V (M ), Z =V (M ) and we have the bundles Ẽ1, Ẽ , Ẽ2 on
Z ×Pt−1. Fix i ∈ {1, . . . , t } and consider the set Z × {π(0, . . . ,0,1,0, . . . ,0)} ⊆ Ũi ⊆ Z ×Pt−1, where
1 is at the i -th position. If we restrict Ẽ1, Ẽ and Ẽ2 on this set and denote them by Ẽ Z ,i

1 , Ẽ Z ,i

and Ẽ Z ,i
2 respectively, then 0 → Ẽ Z ,i

1 → Ẽ Z ,i → Ẽ Z ,i
2 → 0 can be thought as an exact sequence

of Hermitian, anti-holomorphic bundles on Z . When i = 1, these bundles can be described as
follows:

Ẽ Z ,1
1 = ⊔

v∈Z
< {

s1(v,π(1,0, . . . ,0))
}>= ⊔

v∈Z
< {F1(v)} >= ⊔

v∈Z
< {Mp1χ1(·, v)} >,

Ẽ Z ,1 = ⊔
v∈Z

< {
s1(v,π(1,0, . . . ,0)),F2(v), . . . ,Ft (v)

}>= ⊔
v∈Z

< {Mp1χ1(·, v), . . . , Mptχt (·, v)} >,

Ẽ Z ,1
2 = ⊔

v∈Z
< {

[F2(v)], . . . , [Ft (v)]
}>= ⊔

v∈Z
< {

[Mp2χ2(·, v)], . . . , [Mptχt (·, v)]
}> .

Corollary 3.4.4. Let (Ω,H ,I ,M ), (Ω,H ′,I ,M ′) be as above. Then we obtain two exact se-

quences of Hermitian, anti-holomorphic bundles on Z , namely, 0 → Ẽ Z ,i
1 → Ẽ Z ,i → Ẽ Z ,i

2 → 0

and 0 → Ẽ ′Z ,i
1 → Ẽ ′Z ,i → Ẽ ′Z ,i

2 → 0. If L : M →M ′ is an unitary module map, then Ẽ Z ,i
1 , Ẽ ′Z ,i

1 ;

Ẽ Z ,i , Ẽ ′Z ,i
and Ẽ Z ,i

2 , Ẽ ′Z ,i
2 are equivalent.

Proof. From Theorem 3.1.4 it follows that L induces isometric bundle maps between Ẽ1, Ẽ
′
1;

Ẽ , Ẽ
′

and Ẽ2, Ẽ
′
2. If we restrict these maps on Z × {π(0, . . . ,0,1,0, . . . ,0)}, we will obtain the

equivalence between each pair of bundles given above on Z .

For any n ∈ N, 2 ≤ n < m, consider an n-tuple I = (i1, . . . , in), where ip 6= iq for p 6= q,
p, q ∈ {1, . . . ,n} and {i1, . . . , in} ⊆ {1, . . . ,m}. Next, consider an m-tuple λI = (λ1, . . . ,λm) ∈ Rm+
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corresponding to I , where λi = 1, for all i ∈ {i1, . . . , in}. For any such λI , define HλI
I (Dm) to be

the submodule of HλI (Dm) given by

HλI
I (Dm) := { f ∈ HλI (Dm) : f = 0 on zi1 = ·· · = zin = 0}.

Then, as an application of Corollary 3.4.4, we can prove the following.

Proposition 3.4.5. For any two m-tuples λI ,λ
′
I as above, HλI

I (Dm) is unitarily equivalent to

H
λ
′
I

I (Dm) as Hilbert modules if and only if λI =λ′
I .

Proof. The if part is trivial. To prove the converse part let us denote HλI
I (Dm), H

λ
′
I

I (Dm) by

M ,M ′ respectively. Then it can be checked that both M ,M ′ are the closure of the polynomial

ideal I generated by {zi1 , . . . , zin }(with respect to two different inner products). As a result,

both of them satisfy the hypotheses of Theorem 2.1.4. Next, for each r,1 ≤ r ≤ n, define

HλI
r (Dm) = { f ∈ HλI (Dm) : f = 0 on zir = 0}

and

H
λ
′
I

r (Dm) = {g ∈ Hλ
′
I (Dm) : g = 0 on zir = 0}.

If we denote them by Mr ,M
′
r respectively, then we obtain the following:

a) Both Mr ,M
′
r are of the form < {zir } > in their respective spaces.

b) M =M1 +·· ·+Mn and M ′ =M
′
1 +·· ·+M

′
n .

c) The reproducing kernels of M ,M ′ satisfy the decomposition formula given by Equation

(3.3).

Let Kir be the reproducing kernel of Mr . Then, for all z, w ∈Ω,

Kir (z, w) = ∑
α:αir ≥1

(
λI

α

)
zαw̄α = zir w̄ir

(∑
α

cαzαw̄α
)
,

where,

cα = ∏
i :i 6=ir

(
λi

αi

)(
λir

αir +1

)
= ∏

i :i∉{i1,...,in }

(
λi

αi

)
.

This is because λi = 1, for i ∈ {i1, . . . , in}. Consequently, χi1 (z, w) = ·· · =χin (z, w) =χ(z, w), for

all z, w ∈Ω. Similarly, we have

χ′i1
(z, w) = ·· · =χ′in

(z, w) =χ′(z, w) =∑
α

c
′
αzαw̄α =∑

α

( ∏
i :i∉{i1,...,in }

(
λ

′
i

αi

))
zαw̄α.
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Since χ,χ′ :Ω×Ω→C are positive definite functions, they induce reproducing kernel Hilbert

modules Hχ,H ′
χ′ respectively. Moreover, it can be checked that the operator given by the

pointwise multiplication of the function zir is an unitary module map from Hχ to Mr (similarly,

from H ′
χ′ to M

′
r ). If we denote them by Mzir

, M
′
zir

respectively, then, following Corollary 3.4.4

we obtain that the bundles
⊔

w∈V (M ) < {Mzir
χ(·, w)} > and

⊔
w∈V (M ′) < {M

′
zir
χ′(·, w)} > are

equivalent for all r = 1, . . . ,n. Thus, for all w ∈V (M ) =V (M ′) = {w ∈Dm : wi1 = ·· · = win = 0},

i ∈ (
{1, . . . ,m}\{i1, . . . , in}

)
, we have

∂∂̄ logχ(w, w) = ∂∂̄ logχ′(w, w),

as (1,1) forms on V (M ), which implies

∂wi ∂̄wi logχ(w, w) = ∂wi ∂̄wi logχ′(w, w),

or equivalently,

χ(w, w) ·∂wi ∂̄wiχ(w, w)−∂wiχ(w, w) · ∂̄wiχ(w, w)(
χ(w, w)

)2

= χ′(w, w) ·∂wi ∂̄wiχ
′(w, w)−∂wiχ

′(w, w) · ∂̄wiχ
′(w, w)(

χ′(w, w)
)2 .

Finally, if we evaluate the previous equation at w = 0 using the explicit descriptions of χ,χ′

given above, we will obtain c(0,...,1,0,...,0) = c
′
(0,...,1,0,...,0), where 1 is at the i -th position. This gives

λi =λ′
i , for all i outside the set {i1, . . . , in}, proving the proposition.

3.4.2 An alternate for the Curto-Salinas bundle on the blow up space

Let Ω be a bounded domain in Cm. M ,M ′ ∈B1(Ω) and L(M ),L(M ′) are the associated line
bundles on the blow-up space which are obtained from a decomposition of the reproducing kernels
given in [3, Section 3.1]. Then, in [3, Theorem 5.1] it has been shown that the equivalence
of these bundles completely determines the equivalence of M ,M ′ as Hilbert modules. In the
following discussion, with additional hypotheses on M ,M ′, we will associate alternate line
bundles with these modules which also completely determine their equivalence. Finally, we will
work out certain examples where the latter approach might be computationally simpler.

Let H ⊆ O (Ω) be an analytic Hilbert module and I be a polynomial ideal generated by
{p1, . . . , pt } that satisfies the following:

i) Z (p1, . . . , pt )∩Ω is a submanifold of codimension t (≥ 2),

ii) pi , p j are relatively prime for i 6= j ,1 ≤ i , j ≤ t and
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iii) Mi = { f ∈H : f = 0 on Z (pi )}, where Mi is the closure of the principal ideal generated
by pi in H .

Now, set M = [I ](closure in H ) and assume that the reproducing kernel K of M satisfies
Equation (3.3). Then, following the proof of Proposition 3.4.1 and the blow-up construction
mentioned before, we canonically obtain a line bundle Ê1 on Ω̂, where

Ω̂= {
(w,π(u)) ∈Ω×Pt−1 : ui p j (w)−u j pi (w) = 0, i , j = 1, . . . , t

}
(3.5)

and π :Ct \{0} →Pt−1 is the canonical projection map. This leads us to the following theorem.

Theorem 3.4.6. Let H ,H ′ ⊆O (Ω) be analytic Hilbert modules. With I as above, let M ,M ′ be

the closure of I in H ,H ′ respectively. Then M ,M ′ are equivalent as Hilbert modules if and

only if the respective line bundles Ê1, Ê
′
1 are equivalent as Hermitian, anti-holomorphic bundles

on Ω̂.

Proof. Let us write Ω̂=∪t
i=1Ûi , where, for i = 1, . . . , t , Ûi := (Ω×{ui 6= 0})∩Ω̂. Then in particular,

we have

Û1 =
{
(w,π(1,θ1

2, . . . ,θ1
t )) : p j (w) = θ1

j p1(w), w ∈Ω,θ1
j ∈C, j = 2, . . . , t

}
.

If we denoteΘ= (1,θ1
2, . . . ,θ1

t ), then, on Û1,

Ê1 =
⊔

(w,π(Θ))∈Û1

< {s1(w,π(Θ))} > and Ê
′
1 =

⊔
(w,π(Θ))∈Û1

< {s′1(w,π(Θ))} >,

where s1(w,π(Θ)) = G1(w)+ θ̄1
2G2(w)+ ·· · + θ̄1

t Gt (w), s′1(w,π(Θ)) = G
′
1(w)+ θ̄1

2G
′
2(w)+ ·· · +

θ̄1
t G

′
t (w) and for each j ∈ {1, . . . , t }, G j ,G

′
j have the same form as described in the proof of

Proposition 3.4.1.

Given any unitary module map L : M →M ′, it is enough to show that Ê1, Ê
′
1 are equivalent

on Û1. Since codimV (M ) = codimV (M ′) ≥ 2, by Hartog’s Extension Theorem [26, Page 198] we

can find a non-vanishing holomorphic function a :Ω→C such that L(m) = am, for all m ∈M .

Now, choose an arbitrary element mi ∈Mi , for i ∈ {1, . . . , t }. Then L(mi ) ∈M ′ and it vanishes

on Z (pi ). As a result, L(Mi ) ⊆M
′
i . Similarly, with L−1 we have L−1(M

′
i ) ⊆Mi , or equivalently,

M
′
i ⊆ L(Mi ). Thus, L(Mi ) =M

′
i , for all i . More generally, for any k ≤ t , i1, . . . , ik ∈ {1, . . . , t },

L(Mi1 ∩·· ·∩Mik ) =M
′
i1
∩·· ·∩M

′
ik

,

which follows from the bijectivity of L. Let m′
i1...ik

be an arbitrary element in M
′
i1
∩·· ·∩M

′
ik

.

Then, applying Lemma 3.4.2 we obtain m
′
i1...ik

= M
′
pi1 ...pik

(
mχ′

i1...ik

)
, for some holomorphic

function mχ′
i1...ik

:Ω→C, where M
′
pi1 ...pik

is the multiplication operator by the function pi1 · · ·pik
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on the Hilbert space Hχ′i1...ik
that is generated by the positive definite function χ′i1...ik

:Ω×Ω→
C. As a result, for all w ∈Ω,〈

L
(
Mpi1 ...pik

χi1...ik (·, w)
)
,m′

i1...ik

〉
M ′ =

〈
Mpi1 ...pik

χi1...ik (·, w),L∗(
m′

i1...ik

)〉
M

=
〈

Mpi1 ...pik
χi1...ik (·, w),L−1(m′

i1...ik

)〉
M

=
〈

Mpi1 ...pik
χi1...ik (·, w),

(
m′

i1...ik
/a

)〉
M

=
〈

Mpi1 ...pik
χi1...ik (·, w), Mpi1 ...pik

(
mχ′

i1...ik
/a

)〉
M

=
〈
χi1...ik (·, w),

(
mχ′

i1...ik
/a

)〉
Hχi1...ik

= 1

a(w)

〈
χ′i1...ik

(·, w),mχ′
i1...ik

〉
Hχ′i1...ik

= 1

a(w)

〈
M

′
pi1 ...pik

χ′i1...ik
(·, w),m′

i1...ik

〉
M ′ ,

which implies LG j (w) = G
′
j (w)

a(w)
, j = 1, . . . , t . Thus, we obatin Ls1(w,π(Θ)) = s′1(w,π(Θ))

a(w)
proving

that L induces an isometric bundle map between Ê1 and Ê
′
1 on Û1.

To prove the converse, first observe that

a)
(
(Ω\V (M ))×Pt−1

)∩ Ω̂= {(
w,π

(
p1(w), . . . , pt (w)

))
: w ∈Ω\V (M )

}
and

b) on this set, Ê1 = ⊔
(w,π(u)) < {K (·, w)} >, Ê

′
1 =

⊔
(w,π(u)) < {K ′(·, w)} >, where K ,K ′ are the

reproducing kernel of M ,M ′ respectively.

To see this, take an arbitrary element (w,π(u)) ∈ (
(Ω\V (M ))×Pt−1

)∩ Ω̂. Then u 6= 0 and there

exists some j ∈ {1, . . . , t } such that p j (w) 6= 0. Without loss of generality, assume that p1(w) 6= 0.

Then, from Equation (3.5) it follows that u j = u1p j (w)
p1(w) , for all j = 2, . . . , t . Thus, u1 6= 0(otherwise,

it contradicts that u 6= 0) and

π(u1,u2, . . . ,ut ) =π
(
u1,

u1p2(w)

p1(w)
, . . . ,

u1pt (w)

p1(w)

)
=π

(
1,

p2(w)

p1(w)
, . . . ,

pt (w)

p1(w)

)
=π(

p1(w), p2(w) . . . , pt (w)
)
,

which proves a). To prove b), observe that (w,π(u)) as chosen above, is in Û1. As a result,

s1
(
w,π

(
1,

u2

u1
, . . . ,

ut

u1

))= s1
(
w,π

(
1,

p2(w)

p1(w)
, . . . ,

pt (w)

p1(w)

))
=G1(w)+ p2(w)

p1(w)
G2(w)+·· ·+ pt (w)

p1(w)
Gt (w) = K (·, w)

p1(w)
.
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Since p1(w) 6= 0, (Ê1)(w,π(u)) =< {K (·, w)/p1(w)} >=< {K (·, w)} >. Similarly, we can show that

(Ê
′
1)(w,π(u)) =< {K ′(·, w)} >, which proves b)

Next, consider the holomorphic map F : (Ω \ V (M )) → (
(Ω \ V (M ))×Pt−1

)∩ Ω̂ given by

F (w) = (
w,π

(
p1(w), . . . , pt (w)

))
. Then

F∗Ê1 =
⊔

w∈(Ω−V (M ))
< {K (·, w)} > and F∗Ê

′
1 =

⊔
w∈(Ω−V (M ))

< {K ′(·, w)} > .

Now, if Ê1, Ê
′
1 are equivalent on Ω̂, they are equivalent on

(
(Ω\V (M ))×Pt−1

)∩Ω̂. Consequently,

F∗Ê1,F∗Ê
′
1 are equivalent on Ω \ V (M ) following the discussion above. Since both are line

bundles, there exists a nonvanishing holomorphic function ϕ : (Ω \ V (M )) → C such that

K (z, w) =ϕ(z)K ′(z, w)ϕ(w), for all z, w ∈ (Ω\V (M )). But K ,K ′ are sharp onΩ\V (M ). So, from

[12, Theorem 3.7, Lemma 3.9], we obtain that M ,M ′ are equivalent as Hilbert modules.

As an application of Theorem 3.4.6, we will now consider the following class of examples.
Let

H (λ,µ)(D2) :=
{

f ∈O (D2) : if f (z1, z2) = ∑
i , j≥0

ai j zi
1z j

2 , then
∑

i , j≥0

|ai j |2(λ
i

)(µ
j

) <∞
}

with the inner product 〈 f , g 〉 =∑
i , j≥0

ai j b̄i j

(λi )(µj )
, where λ,µ> 0 and g (z1, z2) =∑

i , j≥0 bi j zi
1z j

2 . Then

it is clear that H (λ,µ)(D2) is a Hilbert module over C[z1, z2]. Consider the submodule H (λ,µ)
0 (D2)

given by
H (λ,µ)

0 (D2) = { f ∈ H (λ,µ)(D2) : f = 0 at (0,0)}.

Proposition 3.4.7. For λ,λ′,µ,µ′ > 0, H (λ,µ)
0 (D2) is equivalent to H (λ′,µ′)

0 (D2) as Hilbert modules

if and only if λ=λ′ and µ=µ′.

Proof. The if part is trivial. To prove the only if part let us denote H (λ,µ)
0 (D2), H (λ′,µ′)

0 (D2) as

M ,M ′ respectively. Then it can be checked that both M ,M ′ are the closure of the polynomial

ideal I generated by z1, z2, in their respective ambient spaces. Furthermore, I satisfies

conditions i), ii) and iii) previously mentioned. If we denote the reproducing kernel of M as K ,

then

K (z, w) = 1

(1− z1w̄1)λ(1− z2w̄2)µ
−1

= ∑
i , j≥0,i+ j≥1

(
λ

i

)(
µ

j

)
zi

1z j
2 w̄ i

1w̄ j
2 .

So, if z1 = 0 and w2 = 0, then K (z, w) = 0. Similarly, K ′(z, w) = 0 for such z, w ∈D2. As a result,

from Proposition 3.2.2, it follows that both K ,K ′ satisfy Equation (3.3). Now, applying Theorem

3.4.6 we obtain that Ê1 and Ê
′
1 are equivalent on D̂2, where

D̂2 = {(w,π(u)) ∈D2 ×P1 : u1w2 −u2w1 = 0} = Û1 ∪Û2.
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In particular, they are equivalent on Û1 = {(w,π(1,θ1)) : w2 = θ1w1, w ∈ D2,θ1 ∈ C}. Next,

observe that on Û1,

Ê1 =
⊔

(w,π(1,θ1))∈Û1

< {s1(w,π(1,θ1))} >= ⊔
(w,π(1,θ1))∈Û1

< {G1(w)+ θ̄1G2(w)} >

and

Ê
′
1 =

⊔
(w,π(1,θ1))∈Û1

< {G
′
1(w)+ θ̄1G

′
2(w)} >,

where G1(w) = (
Mz1χ1(·, w)−w̄2Mz1z2χ12(·, w)

)
, G

′
1(w) = (

M
′
z1
χ′1(·, w)−w̄2M

′
z1z2

χ′12(·, w)
)
, G2(w)

= Mz2χ2(·, w) and G
′
2(w) = M

′
z2
χ′2(·, w). For any polynomial p, Mp , M

′
p represents the point-

wise multiplication operator by the function p on a suitable Hilbert space. If K1,K2,K12 are the

reproducing kernels for the submodules of H (λ,µ)(D2) generated by z1, z2 and z1z2 respectively,

then it follows that

1. χ1(z, w) =∑
i , j≥0

( λ
i+1

)(µ
j

)
zi

1z j
2 w̄ i

1w̄ j
2 ,

2. χ2(z, w) =∑
i , j≥0

(λ
i

)( µ
j+1

)
zi

1z j
2 w̄ i

1w̄ j
2 and

3. χ12(z, w) =∑
i , j≥0

( λ
i+1

)( µ
j+1

)
zi

1z j
2 w̄ i

1w̄ j
2 ,

for all z, w ∈D2. Similarly, we can derive the expressions for χ′1,χ′2 and χ′12.

Now, observe that Û1 ∩ {θ1 = 0} = (
{w2 = 0} ∩D2

)× {π(1,0)}. So, {w2 = 0} ∩D2 can be

considered as subset of Û1 through the holomorphic map f given by f (w) = (w,π(1,0)). Also,

it is clear that

f ∗Ê1 =
⊔

w1∈D
< {

Mz1χ1
(·, (w1,0)

)}> and f ∗Ê
′
1 =

⊔
w1∈D

< {
M

′
z1
χ′1

(·, (w1,0)
)}> .

Since Ê1, Ê
′
1 are equivalent on Û1, f ∗Ê1, f ∗Ê

′
1 are equivalent on {w2 = 0}∩D2. As a result,

∂∂̄ logχ1
(
(w1,0), (w1,0)

)= ∂∂̄ logχ′1
(
(w1,0), (w1,0)

)
as (1,1) forms on D. But this is equivalent to

∂2

∂w1∂w̄1
logχ1

(
(w1,0), (w1,0)

)= ∂2

∂w1∂w̄1
logχ′1

(
(w1,0), (w1,0)

)
,

which implies

χ1
(
(w1,0), (w1,0)

)
∂2

∂w1∂w̄1
χ1

(
(w1,0), (w1,0)

)− ∂
∂w1

χ1
(
(w1,0), (w1,0)

)
∂

∂w̄1
χ1

(
(w1,0), (w1,0)

)
(
χ1

(
(w1,0), (w1,0)

))2
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=
χ′

(
(w1,0), (w1,0)

)
∂2

∂w1∂w̄1
χ′1

(
(w1,0), (w1,0)

)− ∂
∂w1

χ′1
(
(w1,0), (w1,0)

)
∂

∂w̄1
χ′1

(
(w1,0), (w1,0)

)
(
χ′1

(
(w1,0), (w1,0)

))2 .

If we plug the expressions of χ1,χ′1 in this equation and put w1 = 0, we will get
(λ1)(λ2)
(λ1)

2 = (λ
′

1 )(λ
′

2 )

(λ
′

1 )
2

which gives λ=λ′. Finally, using the fact that Ê1, Ê
′
1 are equivalent on Û2 and following similar

arguments as above, we will obtain that µ=µ′.

3.4.3 A submodule invariant and its relation with the quotient module

In this section, for each i = 1, . . . , t , let H ,I ,Ii ,M ,Mi be as in Proposition 3.4.1. Consider
the module map Mp1 : H →M1. This induces the map

Mp1 ⊗C[z] 1w : H ⊗C[z]Cw →M1 ⊗C[z]Cw ,

for each w ∈Ω, where Cw is the one dimensional module over C[z] given by p ·λ := p(w)λ,
p ∈C[z], λ ∈C. It is easily checked that for each w ∈Ω,

H ⊗C[z]Cw =< {KH (·, w)} >⊗ C and M1 ⊗C[z]Cw =< {Mp1χ1(·, w)} >⊗ C,

where KH is the reproducing kernel of H . So, we obtain a canonical map between < {KH (·, w)} >
and < {Mp1χ1(·, w)} > which we will denote by Mp1 (w). Now, define

KMp1
(w) = ∂w ∂̄w log‖Mp1 (w)‖2. (3.6)

Note that if ‖Mp1 (w)‖2 vanishes on some subset of Ω, the right hand side of the Equation
(3.6) will be thought of as a (1,1) current. Since Mp1 : H →M1 has a dense range, it follows
from [15, Lemma 1] that KMp1

is a (1,1) form on Ω and for each w ∈Ω,

KMp1
(w) =KEH

(w)−KEM1
(w) = ∂w ∂̄w logKH (w, w)−∂w ∂̄w logχ1(w, w). (3.7)

Here EH ,EM1 are line bundles on Ω given by ⊔
w∈Ω < {K (·, w)} >, ⊔

w∈Ω < {Mp1χ1(·, w)} >
respectively and KEH

,KEM1
are the associated curvatures with respect to the Hermitian metrics

induced by H .
For Z =V (M ), consider the canonical inclusion map iZ : Z →Ω. Then, on Z , we have the

following equality of (1,1) forms

i∗Z KEM1
+ i∗Z KMp1

= i∗Z KEH
, (3.8)

where i∗Z KMp1
, i∗Z KEH

and i∗Z KEM1
are pullbacks of KMp1

, KEH
and KEM1

, respectively, by
iZ . Now, we have the following lemma.
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Lemma 3.4.8. i∗Z KEM1
=KẼ Z ,1

1
as (1,1) forms on Z , where KẼ Z ,1

1
is the canonical curvature of

Ẽ Z ,1
1 with respect to the Hermitian norm Ñ Z ,1

1 induced by the norm in the module H .

Proof. Choose an arbitrary point p ∈ Z . Since Z is a submanifold of codimension t , there exists

a neighbourhood Wp of p in Ω, an open set Op ⊆ Cm−t containing 0 and an immersion φp :

Op →Wp such that φp (0) = p, φp (Op ) =Wp ∩Z and φp : Op →Wp ∩Z is a homeomorphism.

As a result, Wp ∩Z becomes a co-ordinate chart of Z around p. If v = (v1, . . . , vm−t ) is the co-

ordinate representation of an arbitrary point in Op , then any point in Wp ∩Z can be denoted

as φp (v). Now, observe that for any v ∈Op ,

KẼ Z ,1
1

(φp (v)) = ∂v ∂̄v log‖Mp1χ1(·,φp (v))‖2
H = ∂v ∂̄v logχ1(φp (v),φp (v)).

On the other hand, KEM1
= ∂w ∂̄w logχ1(·, ·) on Wp . So, on i−1

Z (Wp ) =Wp ∩Z ,

i∗Z KEM1
= i∗Z∂w ∂̄w logχ1(·, ·) = ∂v ∂̄v i∗Z logχ1(·, ·) = ∂v ∂̄v logχ1

(
iZ (·), iZ (·)).

In particular, for any v ∈Op ,

i∗Z KEM1
(φp (v)) = ∂v ∂̄v logχ1

(
iZ (φp (v)), iZ (φp (v))

)= ∂v ∂̄v logχ1(φp (v),φp (v)) =KẼ Z ,1
1

(φp (v)).

Thus, i∗Z KEM1
=KẼ Z ,1

1
as (1,1) forms on Wp∩Z . The Lemma then follows from the arbitrariness

of p.

As a corollary of the Lemma 3.4.8, from Equation (3.8) we get

KẼ Z ,1
1

+ i∗Z KMp1
= i∗Z KEH

. (3.9)

If Mq denotes the quotient module of M in H , then for each w ∈Ω,

Mq ⊗C[z]Cw =
( ⋂

p∈C[z]
ker

(
PMq M∗

p |Mq −p(w)IMq

))⊗ C=
< {KH (·, w)} >⊗ C if w ∈ Z ,

{0} otherwise.

Thus, Mq canonically induces a line bundle EMq :=⊔
w∈Z < {KH (·, w)} > on Z . Its canonical

curvature KEMq
is a (1,1) form on Z and following a similar proof as given in Lemma 3.4.8 we

can show that i∗Z KEH
=KEMq

. Plugging this equality in the Equation (3.9) we finally get the
following equality of (1,1) forms on Z :

KẼ Z ,1
1

+ i∗Z KMp1
=KEMq

. (3.10)

From Corollary 3.4.4 it follows that KẼ Z ,1
1

= (−2πi )c1(Ẽ Z ,1
1 , Ñ Z ,1

1 ) is a geometric invariant for M .
On the other hand, it is clear that KEMq

is a geometric invariant for Mq . So, from Equation
(3.10) it follows that KẼ Z ,1

1
+ i∗Z KMp1

is a geometric invariant for Mq . Summarizing these steps,
in general, we obtain the following proposition.
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Proposition 3.4.9. Let H ,I ,Ii ,M ,Mi , i = 1, . . . , t , be as above. Consider the set

Z × {π(0, . . . ,0,1,0, . . . ,0)} ⊆ Ũi ⊆ Z ×Pt−1,

where 1 is at the i -th position and define Ẽ Z ,i
1 by restricting Ẽ1 on this set. For each i ∈ {1, . . . , t },

we have

(a) KẼ Z ,i
1

is an invariant for M ;

(b) KẼ Z ,i
1

+ i∗Z KMpi
=KEMq

as (1,1) forms on Z . In particular, KẼ Z ,i
1

+ i∗Z KMpi
is a geometric

invariant for Mq .

Now, consider the example where H = H 2(Dm), m ∈N,m ≥ 2, M =< {z1, . . . , zt } > and for
each i = 1, . . . , t , Mi =< {zi } >. In this case, Mzi : H →Mi is an unitary map and hence, for
each w ∈Dm, Mi ⊗C[z]Cw =< {Mzi KH (·, w)} >⊗ C. From Equation (3.7) it would then follow
that KMzi

(w) = 0, for each w ∈Ω resulting i∗Z KMzi
= 0 as a (1,1) form on Z . Consequently, by

Proposition 3.4.9 we obtain that KẼ Z ,i
1

is a geometric invariant for both M and Mq .





Chapter 4

Some complete invariants of a subclass of
similar submodules

4.1 Analytic sets and the Lelong-Poincaré formula

Let Ω be a bounded domain in Cm and Z be an analytic set in Ω. We define the dimension of
Z at an arbitrary point x ∈Z by the number

dimx Z = limsup
z→x,z∈regZ

dimz Z ,

where regZ denotes the regular points. Finally, the dimension of Z is defined as the maximum
of its dimensions at all points, i.e.,

dimZ := max
z∈Z

dimz Z = max
z∈regZ

dimz Z .

The codimension of an analytic set is, by definition, equal to m −dimZ .
For any k ∈ N, Z is said to be a pure k-dimensional analytic set if dimx Z = k for all

x ∈Z . As an example, consider the set Z (z1z2) := {(z1, z2) ∈C2 : z1z2 = 0}. One can check that
this is an analytic set of pure dimension 1. On the other hand, the set z1z2 = 0 = z1z3 in C3

has dimension 2 at all points of the complex plane C23 and dimension 1 at the points of the
punctured one-dimensional plane C1 − {0}. If Z is a pure k-dimensional, analytic subset(an
analytic set which is also closed) in Ω, it defines a (m −k,m −k) current on Ω given by

[Z ](α) :=
∫
regZ

i∗α,

where α is any compactly supported, smooth, (k,k) form(or test form) on Ω, i : regZ →Ω is
the canonical inclusion map and i∗α is the pullback of α by i which is a smooth, (k,k) form on
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regZ [13, Theorem III.2.7]. Note that supp(i∗α) is not necessarily compact in regZ . So, the
main difficulty is to show that the integral is well defined in the following sense:

Let {Un}n∈N be a countable, locally finite open cover of regZ consisting of co-ordinate
charts and {ρn}n∈N be a partition of unity subordinate to this cover. Then i∗α=∑

n ρn(i∗α)

on regZ and
∫

Un
ρn(i∗α) is well defined for each n ∈N. Now, if the sum ∑

n
∫

Un
ρn(i∗α) is

convergent for any such choice of {Un} and {ρn}, then we’ll define∫
regZ

i∗α=∑
n

∫
Un

ρn(i∗α).

Finally, it can be checked that the right hand side is independent of any such choice of {Un}

and {ρn} which makes this integral well defined.
However, if supp(α) is a compact subset of Ω\ sngZ , supp(i∗α) is compact in regZ and

hence the integral
∫
regZ i∗α is well defined, where sngZ denotes the singular points in Z and

equals to Z \ regZ . To see this, observe that

supp(α)∩Z = supp(α)∩ (regZ ∪ sngZ ) = supp(α)∩ regZ .

Since Z is closed and supp(α) is compact in Ω, supp(α)∩ regZ = i−1(supp(α)) is a compact
subset in regZ . Finally, the result follows from the fact that supp(i∗α) ⊆ i−1(supp(α)).

Definition 4.1.1. A holomorphic function g :Ω→ C is said to be a defining function of the

subset Z ⊆Ω if

i) Z = {
z ∈Ω : g (z) = 0

}
, and

ii) for any open subset U ofΩ, if f ∈O (U ) vanishes on Z ∩U , then f = g h on U for some

holomorphic function h : U →C.

For any x ∈Z , if there exists an open subset Ux ⊆Ω and a holomorphic function gx : Ux →C

such that gx is a defining function of Z ∩Ux ⊆Ux , then we say that gx is a defining function
of Z near x. From [9, Proposition 1.2.9] it follows that if Z is an analytic hypersurface in Ω
and x ∈Z , then Z has a defining function near x. Recall that an analytic hypersurface is a
pure m −1 diemensional analytic set in Ω.

In what follows, we say that a holomorphic function g :Ω→C defines Z if g is a defining
function of Z in the sense of Definition 4.1.1

Let f ∈ O (Ω) and Z be an analytic hypersurface in Ω. For any point x ∈ Z , the order
ordZ ,x f of f along Z at x is defined to be the largest integer k such that in the local ring Ox

we have
( f )x = (g )k

x (h)x ,

where g is the defining function of Z near x. With this definition we’ll prove the following.
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Lemma 4.1.2. Let Z be an analytic hypersurface inΩwhich is irreducible, that is, Z cannot be

written as the union of two analytic hypersurfaces inΩ distinct from Z . Then, for any f ∈O (Ω),

the integer valued map φ on Z given by φ(x) = ordZ ,x f is constant.

Proof. Firstly, we will show that φ is constant on regZ which, from [9, Section 5.3], is a con-

nected m −1 dimensional manifold in Ω. Choose an arbitrary point x ∈ regZ . Then there

exists a neighbourhood Ux of x inΩ, a holomorphic function g : Ux →C such that g defines

Z ∩Ux ⊆ Ux . Since regZ is an open subset of Z , g defines regZ near x. But any complex

submanifold of codimension 1 can be locally defined by an analytic submersion. So, in Ox ,

(g )x is the germ of an analytic submersion at x modulo a unit. As a result, (g )x is irreducible.

To see this, observe that g is a submersion at x or equivalently, the total order of g at x, namely

ordx g equals 1. If we have (g )x = (g1)x(g2)x in Ox , then

ordx g = ordx g1 +ordx g2 = 1

which implies either ordx g1 or ordx g2 equals 0. Thus, one of the factors of (g )x is a unit.

From the definition of ordZ ,x f , we have ( f )x = (g )
ordZ ,x f
x (h)x in Ox , where (g )x does not

divide (h)x . Since (g )x is irreducible, this means (g )x and (h)x are relatively prime in Ox .

Following [25, Proposition 1.1.35] we can find a neighbourhood Vx of x in Ux such that

a) f = g ordZ ,x f h on Vx ,

b) for all y ∈Vx , (g )y and (h)y are relatively prime.

Now, pick an arbitrary point y ∈ Vx ∩ regZ . Clearly, ( f )y = (g )
ordZ ,x f
y (h)y in Oy and (g )y , (h)y

are relatively prime. Clearly, g is a defining function of regZ near y and following similar

arguments as above, we obtain that (g )y is irreducible. As a result, (g )y does not divide (h)y

which implies ordZ ,y f = ordZ ,x f . Thus, φ is locally constant on the connected set regZ

proving our first claim.

Next, pick an arbitrary point x ∈ sngZ . We will show that ordZ ,x f = c, where c is the

constant value of φ on regZ . Let g be a defining function of Z near x. Then we can find a

holomorphic function h in a neighbourhood of x such that ( f )x = (g )
ordZ ,x f
x (h)x in Ox and (g )x

does not divide (h)x . Since Ox is an UFD, we have

(g )x = (g1)n1
x · · · (gk )nk

x

in Ox , where n1, . . . ,nk ∈N, g1, . . . , gk are holomorphic functions defined near x with the prop-

erty that (g1)x , . . . , (gk )x are distinct irreducible factors of gx in Ox . Observe that n1 = ·· · = nk = 1.

Otherwise, g1 · · ·gk vanishes on Z near x and g does not divide g1 · · ·gk in any neighbourhood

of x contradicting that g is a defining function of Z near x.
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Since (g )x does not divide (h)x , one of its irreducible factors does not divide (h)x . This is

because distinct irreducible factors of (g )x are relatively prime. If all irreducible factors of (g )x

divide (h)x , then their least common multiple(lcm) divides (h)x . But the lcm of relatively prime

elements is their product which is (g )x in this case. Without loss of generality, let (g1)x does

not divide (h)x . Then they are relatively prime. As a result, there exists a neighbourhood Vx of

x inΩ such that

i) (g1)y and (h)y are relatively prime for all y ∈Vx ,

ii) (gi )y , (g j )y are relatively prime for all y ∈Vx , i , j ∈ {1, . . . ,k}, i 6= j ,

iii) f = g ordZ ,x f h on Vx and

iv) g = g1 · · ·gk on Vx .

Now, we claim the following: There exists a regular point of Z in Z (g1)∩Vx .

If possible, let (Z (g1)∩Vx)∩ regZ be empty. Then

reg(Z ∩Vx) = reg(Z (g )∩Vx) =∪k
i=2reg(Z (gi )∩Vx),

whereas Z (g )∩Vx =∪k
i=1(Z (gi )∩Vx). Taking closure in Vx , we get

Z (g )∩Vx = reg(Z (g )∩Vx) =∪k
i=2reg(Z (gi )∩Vx) =∪k

i=2(Z (gi )∩Vx).

Thus, Z (g1)∩Vx ⊆∪k
i=2(Z (gi )∩Vx ) and from [25, Corollary 1.1.19] we get (g1)x divides (g2)x · · · (gk )x

in Ox . Since (g1)x is an irreducible element of an UFD, it is a prime element and hence

there exists j ∈ {2, . . . ,k} such that (g1)x divides (g j )x in Ox . But this contradicts the fact that

(g1)x , . . . , (gk )x are distinct irreducible factors of (g )x .

Choose a point y ∈ (Z (g1)∩Vx )∩ regZ . From condition iii) we have ( f )y = (g )
ordZ ,x f
y (h)y in

Oy . Moreover, from condition i) and iv) it follows that (g )y does not divide (h)y . This implies

ordZ ,x f = ordZ ,y f = c which proves the lemma.

The constant attained in Lemma 4.1.2 is called the order of f along Z and is denoted by
ordZ f . Now, we will state the Lel ong -Poi ncar é formula.

Theorem 4.1.3. Suppose f is a holomorphic function onΩwhich is not identically zero. Then

log | f | is a plurisubharmonic function and it is pluriharmonic outside the zero set Z ( f ) of f .

Moreover, as (1,1) currents onΩ,

i

2π
∂∂̄ log | f |2 =∑

i
mi [Vi ],

where Vi is an irreducible component of Z ( f ) and mi = ordVi f , for i in some locally finite set.
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Note that in the left hand side we have taken the distributional derivatives of log | f |2. This
function is not differentiable around any point in Z ( f ). However, it is locally integrable on Ω
and hence can be considered as a distribution on Ω. So, its distributional derivatives exist. The
sum in the right hand side is locally finite because the collection of all irreducible components
of an analytic subset in Ω is locally finite [9, Theorem 5.4]. Also, for any holomorphic function
f :Ω→C one can check that Z ( f ) is an analytic subset of Ω with pure dimension m −1. So,
for each i , the current [Vi ] is well defined.

4.2 Support of currents defined by a holomorphic function

Let T be a (k,k) current on Ω and k ≤ m. The support of T , supp(T ) is defined as the
smallest closed subset of Ω such that T vanishes on Ω\ supp(T ), i.e., T (α) = 0 for any smooth
(m−k,m−k) form α on Ω with compact support in Ω\supp(T ). This leads us to the following
lemma.

Lemma 4.2.1. For any holomorphic function f :Ω→C, supp
(
[Z ( f )]

)= Z ( f ).

Proof. From the definition of support it follows that

Ω\ Z ( f ) ⊆Ω\ supp
(
[Z ( f )]

)
or equivalently, supp

(
[Z ( f )]

)⊆ Z ( f ).

To prove the converse part, note that it is enough to show regZ ( f ) ⊆ supp
(
[Z ( f )]

)
. Fix a point

x ∈ regZ ( f ) and choose any neighbourhood Ux of x inΩ. We want to show that there exists a

(m −1,m −1) test form α onΩ such that supp(α) ⊆Ux and [Z ( f )](α) 6= 0.

Since regZ ( f ) is a complex manifold of dimension m −1, we can find a neighbourhood Vx

of x inΩ, a biholomorphic map ψ : Vx →ψ(Vx) such that

a) ψ(x) = 0 and

b) ψ
(
Vx ∩ regZ ( f )

)= {z1 = 0}∩ψ(Vx).

Consequently,
(
Vx ∩regZ ( f ),P1 ◦ψ|Vx∩regZ ( f )

)
is a chart of regZ ( f ) around x, where P1 :Cm →

Cm−1 is the map given by P1(z1, z ′) = z ′, (z1, z ′) ∈ Cm . Furthermore, we can assume that

Vx ⊆ Ω \ sngZ ( f ). This is because sngZ ( f ) is a closed subset of Ω and x ∉ sngZ ( f ). If we

write ψ= (ψ1, . . . ,ψm), then P1 ◦ψ|Vx∩regZ ( f ) =
(
ψ2|Vx∩regZ ( f ), . . . ,ψm |Vx∩regZ ( f )

)
. Now, choose

a smooth function ζx :Ω→C such that

i) ζx ≥ 0 onΩ,

ii) ζx ≡ 1 on a compact set Kx containing x in Ux ∩Vx with non-empty interior and
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iii) supp(ζx) ⊆Ux ∩Vx .

Finally, define α as follows:

α=
ζx(dψ2 ∧dψ̄2)∧ . . .∧ (dψm ∧dψ̄m) on Vx

0 outside Vx .

Clearly, supp(α) ⊆Ux ∩Vx . Also, since regZ ( f ) is a complex manifold, any atlas is orientable. If

i f : regZ ( f ) →Ω is the canonical inclusion, then

[Z ( f )](α) =
∫

regZ ( f )
i∗f α

=
∫

Vx∩regZ ( f )
i∗f α

=
∫

Vx∩regZ ( f )
ζx(dψ2 ∧dψ̄2)∧ . . .∧ (dψm ∧dψ̄m)

=
∫

(P1◦ψ)(Vx∩regZ ( f ))

((
P1 ◦ψ|Vx∩regZ ( f )

)−1
)∗
ζx(dψ2 ∧dψ̄2)∧ . . .∧ (dψm ∧dψ̄m)

=
∫

(z2,...,zm ):(0,z2,...,zm )∈ψ(Vx )

(
ψ−1|{z1=0}∩ψ(Vx ) ◦ i0

)∗
ζx(dψ2 ∧dψ̄2)∧ . . .∧ (dψm ∧dψ̄m)

=
∫

(z2,...,zm ):(0,z2,...,zm )∈ψ(Vx )
(ζx ◦ψ−1 ◦ i0)(d z2 ∧d z̄2)∧ . . .∧ (d zm ∧d z̄m),

where i0 : Cm−1 → Cm is the holomorphic map given by i0(z2, . . . , zm) = (0, z2, . . . , zm). The

second equality is true because supp(i∗f α) ⊆ i−1
f (supp(α)) ⊆Vx ∩ regZ ( f ). Finally, in the right

hand side we have the integration of the function ζx ◦ψ−1◦ i0 over an open subset of Cm−1 with

respect to the Lebesgue measure. Since the function ζx ◦ψ−1 ◦ i0 is non-negative over this open

subset and strictly positive over a subdomain, the resulting integration is nonzero. This proves

regZ ( f ) ⊆ supp
(
[Z ( f )]

)
which implies Z ( f ) ⊆ supp

(
[Z ( f )]

)
.

The next two results generalize Lemma 4.2.1.

Lemma 4.2.2. For any pure k-dimensional analytic subset Z ofΩ, supp
(
[Z ]

)=Z .

Proof. From the definition of support we obtain that supp
(
[Z ]

)⊆Z . To prove supp
(
[Z ]

)⊇Z ,

take an arbitrary element x ∈ regZ . Following similar arguments given in Lemma 4.2.1 we can

show that for any open set Ux of x inΩ, there exists a (m −k,m −k) test form α onΩ such that

supp(α) ⊆Ux and [Z ](α) 6= 0. This shows regZ ⊆ supp
(
[Z ]

)
. But supp

(
[Z ]

)
is closed inΩ and

regZ is dense in Z . Thus, Z = (regZ ) ⊆ supp
(
[Z ]

)
.

Lemma 4.2.3. For any non-zero holomorphic function f :Ω→C, supp(∂∂̄ log | f |2) = Z ( f ).
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Proof. If {Vi : i ∈ I } is the collection of all irreducible components of Z ( f ), then from Theorem

4.1.3 it is clear that

supp(∂∂̄ log | f |2) = supp
(∑

i
mi [Vi ]

)
,

where mi = ordVi f . Take any (m −1,m −1) current α such that supp(α) is a compact subset of

Ω\ Z ( f ) =Ω\ (∪i∈I Vi ). Then
(∑

i mi [Vi ]
)
(α) =∑

i mi
(
[Vi ](α)

)= 0 which proves

supp
(∑

i
mi [Vi ]

)
⊆ Z ( f ).

To prove the reverse inclusion, it is enough to show that regZ ( f ) ⊆ supp
(∑

i mi [Vi ]
)
. From [9,

Theorem 5.4] it follows that any irreducible component Vi of Z ( f ) is of the form Si (closure

inΩ), where Si is a connected component of regZ ( f ). Firstly, we claim that regZ ( f ) =∪i∈I Si .

Clearly, regZ ( f ) ⊇∪i∈I Si . Now, if possible let regZ ( f )*∪i∈I Si . Then there exists a connected

component S of regZ ( f ) which is not of the form Si for any i ∈ I . This means S is not of

the form Vi for any i ∈ I . But S is an irreducible component of Z ( f ) [9, Lemma 5.4]. This

contradicts that any irreducible component of Z ( f ) is of the form Vi .

Now, take an arbitrary point x ∈ regZ ( f ) and let Wx be an open set in Ω containing x.

Then x ∈ Si for some i ∈ I . We’ll show that x ∉ ∪ j 6=i V j . If possible, let x ∈ ∪ j 6=i V j . Since the

collection {Vi }i∈I is locally finite, x has a neighbourhood Vx in Wx which intersects finitely

many elements in the collection. Suppose all the elements in {Vi }i∈I that intersects Vx are given

by {Vi ,V j1 , . . . ,V jk }. Then we have

Z ( f )x = (∪ j∈I V j )x = (Vi )x ∪ (V j1 )x ∪·· ·∪ (V jk )x

as analytic germs. In other words, Z ( f )x is reducible. But regZ ( f ) is a complex submani-

fold of codimension 1. So, Z ( f ) is defined by an analytic submersion g near x. As a result,

Z ( f )x = Z (g )x . Also, the total order ordx g of g at x equals 1 which implies gx is irreducible.

Consequently, by [25, Lemma 1.1.28] we obtain that Z (g )x is irreducible which is a contradic-

tion.

Since Vx ∩ (∪ j 6=i V j ) =Vx ∩ (V j1 ∪·· ·∪V jk ), it is a closed subset in Vx which does not contain

x. So, there exists a neighbourhood Ux of x in Vx such that Ux ∩ (∪ j 6=i V j ) is an empty set.

Shrinking Ux if necessary, we can also assume that Ux ⊆Ω\ sngZ ( f ). Consequently,

Ux ∩Vi =Ux ∩Z ( f ) =Ux ∩ regZ ( f )

is a (m − 1)-dimensional submanifold of Ω which means x is a regular point of Vi . Now,

similar to the proof of Lemma 4.2.2, we can find a (m −1,m −1) test form α on Ω such that

supp(α) ⊆Ux ⊆Wx and [Vi ](α) 6= 0. This gives( ∑
j∈I

m j [V j ]
)
(α) = ∑

j∈I
m j

(
[V j ](α)

)
= mi [Vi ](α) 6= 0.

Since x and Wx are arbitrarily chosen, we can conclude that regZ ( f ) ⊆ supp
(∑

i mi [Vi ]
)

which

proves the desired result.
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4.3 Description of various submodules and their complete in-

variants

A Hilbert module H over the polynomial ring C[z] is said to be an analytic Hilbert module if it
satisfies the following properties:

a) it consists of holomorphic functions over a bounded domain Ω ⊆ Cm and possesses a
reproducing kernel KH ;

b) the polynomial ring C[z] is dense in it.

We begin by proving a useful Lemma.

Lemma 4.3.1. Let H ,H ′ ⊆O (Ω) be analytic Hilbert modules for a bounded domainΩ⊆Cm .

Suppose there is a L : H → H ′ is a bijective module map. Then there exists a non-vanishing

holomorphic function a :Ω→C such that L(h) = ah for all h ∈H .

Proof. Firstly, we’ll show that L∗(∩m
i=1 ker(MH ′

zi
− wi )∗

) = ∩m
i=1 ker(MH

zi
− wi )∗. Choose an

arbitrary element h′ in ∩m
i=1 ker(MH ′

zi
−wi )∗. Since L is a module map, we have(

(MH
zi

)∗ ◦L∗)
(h′) = (

L∗ ◦ (MH ′
zi

)∗
)
(h′) = L∗(w̄i h′) = w̄i L∗(h′),

for all i , 1 ≤ i ≤ m. This proves L∗(∩m
i=1 ker(MH ′

zi
−wi )∗

)⊆∩m
i=1 ker(MH

zi
−wi )∗. Similarly, one

can show that (L−1)∗
(∩m

i=1ker(MH
zi

−wi )∗
)⊆∩m

i=1 ker(MH ′
zi

−wi )∗ or equivalently, ∩m
i=1 ker(MH

zi
−

wi )∗ ⊆ L∗(∩m
i=1 ker(MH

zi
−wi )∗

)
which proves the claim.

Since H ,H ′ are analytic Hilbert modules, their reproducing kernels KH ,KH ′ are sharp.

As a result,

< {L∗KH ′(·, w)} >=< {KH (·, w)} >,

for all w ∈Ω. This means w 7→ L∗KH ′(·, w), w 7→ KH (·, w) are two anti-holomorphic frames

of the line bundle
⊔

w∈Ω < {KH (·, w)} >. Consequently, there exists a holomorphic function

a :Ω→ C such that L∗KH ′(·, w) = a(w)KH (·, w). Similarly, (L−1)∗KH (·, w) = b(w)KH ′(·, w),

for some holomorphic function b :Ω→C. Combining these we get

KH ′(·, w) = (L−1)∗L∗KH ′(·, w) = a(w)(L−1)∗KH (·, w) = a(w)b(w)KH ′(·, w)

which implies

KH ′(·, w)
(
1−a(w)b(w)

)= 0,

for all w ∈Ω. Since 1 ∈H ′, KH ′(w, w) 6= 0 which gives a(w)b(w) = 1 for all w ∈Ω. This proves

that a is non-vanishing onΩ. Finally, for any z ∈Ω, h ∈H ,

(Lh)(z) = 〈Lh,KH ′(·, z)〉H ′ = 〈h,L∗KH ′(·, z)〉H = a(z)h(z)

which proves the lemma.
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Let H be an analytic Hilbert module in O (Ω), M be a submodule of H given by M = { f ∈
H : f = 0 on Z }, where Z is an analytic hypersurface in Ω and iM : M →H be the canonical
inclusion map. Clearly, iM is a module map. So, for each w ∈Ω, it induces the map

iM ⊗C[z] 1w : M ⊗C[z]Cw →H ⊗C[z]Cw ,

where Cw is the one dimensional module over C[z] given by, p ·λ := p(w)λ, p ∈C[z], λ ∈C. If
we assume that ϕ is a global defining function of Z in Ω, ϕ ∈H and rank(M ) = 1, then for all
w ∈Ω,

M ⊗C[z]Cw =< {Mϕχ(·, w)} >⊗ C and H ⊗C[z]Cw =< {KH (·, w)} >⊗ C,

where KM (z, w) =ϕ(z)ϕ(w)χ(z, w), KH ,KM are the reproducing kernels of H ,M respectively.
Thus, we canonically obtain a map iM (w) :< {Mϕχ(·, w)} >→< {KH (·, w)} > given by

iM (w) := P<{KH (·,w)}>iM |<{Mϕχ(·,w)}>,

where P<{KH (·,w)}> : H →< {KH (·, w)} > is the canonical projection map on the vector space
< {KH (·, w)} > for all w ∈Ω. Define,

KiM (w) = ∂∂̄ log‖iM (w)‖2.

Note that iM (w) vanishes at every point w ∈Z and the right hand side is thought of as a (1,1)
current on Ω. Finally, consider the line bundles ⊔

w∈Ω < {Mϕχ(·, w)} and ⊔
w∈Ω < {KH (·, w)} >.

If we denote their curvatures as KM and KH respectively, then from [14, Theorem 1.4] we
obtain that

KiM −KM +KH = ∂∂̄ log |ϕ|2

as (1,1) currents on Ω. This gives us the following theorem.

4.3.1 The first main theorem

Theorem 4.3.2. LetΩ be a bounded domain in Cm and H ,H ′ be analytic Hilbert modules in

O (Ω). Suppose ϕ,ψ :Ω→ C are holomorphic functions that define Z (ϕ) := {z ∈Ω : ϕ(z) = 0},

Z (ψ) := {z ∈Ω : ϕ(z) = 0}, respectively. Set M = { f ∈ H : f = 0 on Z (ϕ)}, M ′ = {g ∈ H ′ : g =
0 on Z (ψ)}. Assume that ϕ ∈H ,ψ ∈H ′ and that rank(M ) = rank(M ′) = 1. If L : H →H ′ is a

bijective module map, then the following are equivalent

a) L(M ) =M ′;

b) Z (ϕ) = Z (ψ);

c) KiM −KM +KH =KiM ′ −KM ′ +KH ′ as (1,1) currents onΩ.
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Proof. a)⇔b) Since L : H → H ′ is a bijective module map, there exists a non-vanishing

holomorphic function a : Ω→ C such that L(h) = ah, for all h ∈ H . Observe that ϕ ∈ M .

So, L(M ) = M ′ implies L(ϕ) = aϕ ∈ M ′. As a result, aϕ vanishes on Z (ψ) or equivalently,

Z (aϕ) = Z (ϕ) ⊇ Z (ψ). Similarly, from L−1 we’ll obtain Z (ψ) ⊇ Z (ϕ) proving Z (ϕ) = Z (ψ).

For the converse part, take an arbitrary element m ∈ M ⊆ H . Since m vanishes on

Z (ϕ) = Z (ψ) and L(m) = am, L(m) vanishes on Z (ψ). Moreover, L(m) ∈ H ′. This implies

L(m) ∈M ′ which proves L(M ) ⊆M ′. Similarly, from L−1 one can show that L−1(M ′) ⊆M or

equivalently, M ′ ⊆ L(M ). Thus, L(M ) =M ′.

b)⇔c) Since both ϕ and ψ are defining functions of the analytic hypersurface Z (ϕ) = Z (ψ)

on Ω, there exists a non-vanishing holomorphic function f :Ω→ C such that ϕ = f ψ on Ω.

Also, from the discussion prior to this theorem it follows that

KiM −KM +KH = ∂∂̄ log |ϕ|2

and

KiM ′ −KM ′ +KH ′ = ∂∂̄ log |ψ|2.

Next, we claim that ∂∂̄ log |ϕ|2 = ∂∂̄ log | f ψ|2 = ∂∂̄ log | f |2 +∂∂̄ log |ψ|2 as (1,1) currents on Ω.

This follows from the sequence of observations given below.

1) From Theorem 4.1.3 it follows that for any holomorphic function u :Ω→C, log |u|2 is a

plurisubharmonic function onΩ.

2) Every plurisubharmonic function onΩ is locally integrable onΩ.

3) log |ϕ|2 = log | f ψ|2 = log | f |2 + log |ψ|2 as locally integrable functions onΩ.

4) Since the space of locally integrable functions can be embedded in the space of distri-

butions, we have the equality log |ϕ|2 = log | f ψ|2 = log | f |2 + log |ψ|2 as distributions, or

equivalently, as (0,0) currents onΩ.

5) Applying the operators ∂ and ∂̄ on the space of (0,0) currents and using their linearity, we

obtain ∂∂̄ log |ϕ|2 = ∂∂̄ log | f ψ|2 = ∂∂̄ log | f |2 +∂∂̄ log |ψ|2 as (1,1) currents onΩ.

But f is non-vanishing, so ∂∂̄ log | f |2 = 0. So, ∂∂̄ log |ϕ|2 = ∂∂̄ log |ψ|2 as (1,1) currents on Ω

which proves part c)

Conversely, let KiM −KM +KH =KiM ′ −KM ′ +KH ′ as (1,1) currents onΩ. Following

previous arguments, this gives ∂∂̄ log |ϕ|2 = ∂∂̄ log |ψ|2. Finally, applying Lemma 4.2.3 we obtain

that Z (ϕ) = Z (ψ) which proves b).
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Example 4.3.3. Let H denote the Hardy module H 2(D2). Then the set
{
ei , j : i , j ∈N∪ {0}

}
is

an orthonormal basis of H , where ei , j (z1, z2) = zi
1z j

2 , for any z1, z2 ∈D. Define MH
z1

, MH
z2

to be

the pointwise multiplication operators on H by z1, z2 respectively. Then, one can easily check

that both these operators are unilateral shifts with weight sequence 1.

Next, for each n ∈N∪ {0}, define the sequence vn of positive real numbers as follows:

v0 = 1, v1 = 1

4
and vn = vn−1

(
1+ 1

n−1

)2(
1+ 1

n

)2 ,n ≥ 2.

Then the set H ′ = {
f ∈O (D2) : if f (z1, z2) =∑

i , j≥0 f̂ (i , j )zi
1z j

2 , then
∑

i , j≥0
| f̂ (i , j )|2

vi v j
<∞}

with the

inner product
〈

f , g
〉
H ′ :=∑

i , j≥0
f̂ (i , j )ĝ (i , j )

vi v j
is a Hilbert space consists of holomorphic functions

on D2. Clearly, the set
{
e ′

i , j : i , j ∈N∪ {0}
}

is an orthonormal basis of H ′, where e ′
i , j (z1, z2) =

p
vi v j zi

1z j
2 . One can check that for each w ∈ D, the sum

∑
n≥0 vn(|w |2)n is convergent. This

implies
∑

i , j≥0 |e ′
i , j (w1, w2)|2 is convergent. As a result, H ′ is a reproducing kernel Hilbert

space with kernel KH ′(z, w) =∑
i , j≥0 e ′

i , j (z)e ′
i , j (w) =∑

i , j≥0 vi v j zi
1z j

2 w̄ i
1w̄ j

2 , for z = (z1, z2), w =
(w1, w2) ∈ D2. Observe that H ′ can be considered as a Hilbert module over C[z1, z2] with

module action being pointwise multiplication. Also, from the construction of H ′ it is clear that

C[z1, z2] is a dense subset of H ′. If MH ′
zi

, i = 1,2 denotes the pointwise multiplication operator

on H ′ by zi , then

MH ′
z1

(e ′
i , j ) =√

vi v j zi+1
1 z j

2 =
(
1+ 1

i+1

)(
1+ 1

i

) e ′
i+1, j = wi e ′

i+1, j

and similarly, MH ′
z2

(e ′
i , j ) = w j e ′

i , j+1, for i , j ∈N∪ {0}, where w0 = 2 and wn =
(

1+ 1
n+1

)(
1+ 1

n

) , for n ≥ 1.

Thus, MH ′
z1

, MH ′
z2

are unilateral shifts with weight sequences (wi )i≥0 and (w j ) j≥0, respectively.

Define the linear operator L : H → H ′ as L(ei , j ) := αiα j e ′
i , j , where α0 = 1 and for each

n ∈N, αn = 1+ 1
n . Since the set

{
αn : n ∈N∪ {0}

}
is bounded, L is a bounded linear operator. It

is also invertible with L−1(e ′
i , j ) = ei , j

αiα j
. Now, we claim that L is a module map. To see this, note

that

L ◦MH
z1

(ei , j ) = L(ei+1, j ) =αi+1α j e ′
i+1, j .

On the other hand,

MH ′
z1

◦L(ei , j ) =αiα j MH ′
z1

(e ′
i , j ) =αiα j wi e ′

i+1, j =αi+1α j e ′
i+1, j .

Thus, L ◦MH
z1

= MH ′
z1

◦L. Similarly, we have L ◦MH
z2

= MH ′
z2

◦L which proves our claim. Thus,

the analytic Hilbert modules H and H ′ are similar via the bijective module map L.

Now, define M = {
f ∈H : f = 0 on {z1 = 0}

}
,M ′ = {

g ∈H ′ : g = 0 on Z (ψ)
}

, whereψ= z1h,

for some non-vanishing holomorphic function h : D2 → C. Clearly, M ,M ′ are submodules
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of H ,H ′, respectively. Then, from Theorem 4.3.2, it follows that these submodules are also

similar via the operator L.

4.3.2 The second main theorem

In the previous theorem, both M ,M ′ are the maximal set of functions in H ,H ′ that vanishes
on Z (ϕ), Z (ψ), respectively. Now, we’ll extend the theorem for non-maximal sets when M ,M ′

are assumed to be the closure of principal ideals.

Theorem 4.3.4. LetΩ be a bounded domain in Cm and H ,H ′ ⊆O (Ω) be analytic Hilbert mod-

ules. Assume that I ,I ′ are two principal ideals in C[z1, . . . , zm] generated by p, p ′ respectively,

and that the zero set of each irreducible components of p, p ′ have non-empty intersection withΩ.

Set M ,M ′ to be the closure of the polynomial ideals I ,I ′ in H ,H ′, respectively. If L : H →H ′

is a bijective module map, then the following are equivalent:

a) L(M ) =M ′;

b) KiM −KM +KH =KiM ′ −KM ′ +KH ′ as (1,1) currents onΩ;

c) I =I ′.

Proof. Proof of a)⇒b) follows from [15, Theorem 1]. To prove b)⇒c), first observe that

KiM −KM +KH = ∂∂̄ log |p|2 and KiM ′ −KM ′ +KH ′ = ∂∂̄ log |p ′|2.

So, b) implies ∂∂̄ log |p|2 = ∂∂̄ log |p ′|2 as (1,1) currents onΩ. As a result, from Lemma 4.2.3 we

obtain that Z (p)∩Ω= Z (p ′)∩Ω. Since C[z1, . . . , zm] is an UFD, we have

p = am1
1 · · ·amk

k and p ′ = bn1
1 · · ·bnl

l ,

where m1, . . . ,mk ,n1, . . . ,nl ∈ N and {a1, . . . , ak }, {b1, . . . ,bl } are the collection of distinct irre-

ducible factors of p, p ′ respectively. Now, we claim the following:

i) k = l ,

ii) ai = bσ(i ) in C[z1, . . . , zm] modulo an unit, where 1 ≤ i ≤ k and σ is a permutation on the

set {1, . . . ,k}.

To see this, observe that for each i , 1 ≤ i ≤ k, ai divides p. This gives Z (ai ) ⊆ Z (p) which implies

Z (ai )∩Ω⊆ Z (p)∩Ω= Z (p ′)∩Ω. As a result, Z (ai )∩Z (p ′) ⊇ Z (ai )∩Z (p ′)∩Ω= Z (ai )∩Ω i.e.

Z (ai )∩Z (p ′) contains a non-empty, open subset of Z (ai ). But ai is an irreducible element in

the UFD C[z1, . . . , zm]. So, it is a prime element or equivalently, the principal ideal generated by
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ai is a prime ideal. If we denote this ideal by < {ai } >, then, from Hilbert’s Nullstellensatz, it

follows that I
(
Z (ai )

)=< {ai } >, where, for any subset X of Cm ,

I (X ) := {q ∈C[z1, . . . , zm] : q = 0 on X }.

Thus, I
(
Z (ai )

)
is a prime ideal in C[z1, . . . , zm] and hence Z (ai ) is irreducible [23, Proposition

1.5.1]. Consequently, from [9, Corollary 5.3.2], this implies Z (ai ) ⊆ Z (p ′). As a result, p ′ ∈
I
(
Z (ai )

)
= < {ai } > which proves ai divides p ′. Thus, all irreducible factors of p is an irreducible

factor of p ′. Similarly, one can show that every irreducible factor of p ′ is an irreducible factor of

p which proves the claim.

Relabelling n1, . . . ,nk if necessary, we get

p = am1
1 · · ·amk

k and p ′ = an1
1 · · ·ank

k (modulo a unit).

Next, we claim that either mi = ni , for all i ∈ {1, . . . ,k}. If possible, without loss of generality

assume that mi > ni , for 1 ≤ i ≤ k1, ni > mi , for k1 +1 ≤ i ≤ k2 and mi = ni , for k2 +1 ≤ i ≤ k,

where k1,k2 are positive integers satisfying k1 < k2 < k. We have

∂∂̄ log |p|2 =
k∑

i=1
mi∂∂̄ log |ai |2 =

k∑
i=1

ni∂∂̄ log |ai |2 = ∂∂̄ log |p ′|2

as (1,1) currents onΩ. This implies

k1∑
i=1

(mi −ni )∂∂̄ log |ai |2 =
k2∑

i=k1+1
(ni −mi )∂∂̄ log |ai |2,

or equivalently,

∂∂̄ log
∣∣am1−n1

1 · · ·a
mk1−nk1
k1

∣∣2 = ∂∂̄ log
∣∣ank1+1−mk1+1

k1+1 · · ·a
nk2−mk2
k2

∣∣2.

Now, applying Lemma 4.2.3 we obtain that

Z
(
am1−n1

1 · · ·a
mk1−nk1
k1

)∩Ω= Z
(
a

nk1+1−mk1+1

k1+1 · · ·a
nk2−mk2
k2

)∩Ω,

or equivalently,

Z (a1 · · ·ak1 )∩Ω= Z (ak1+1 · · ·ak2 )∩Ω.

Thus, Z (a1)∩Ω ⊆ Z (ak1+1 · · ·ak2 )∩Ω. As a result, Z (a1)∩ Z (ak1+1 · · ·ak2 ) contains Z (a1)∩
Z (ak1+1 · · ·ak2 )∩Ω= Z (a1)∩Ω. Since Z (a1) is irreducible, from [9, Corollary 5.3.2] it follows

that Z (a1) ⊆ Z (ak1+1 · · ·ak2 ). This means ak1+1 · · ·ak2 ∈ I
(
Z (a1)

)=< {a1} >, or equivalently, a1

divides ak1+1 · · ·ak2 . But a1 is an irreducible element in the UFD C[z1, . . . , zm]. Consequently,

we have a1 divides ai for some i , k1 +1 ≤ i ≤ k2. This is a contradiction to the fact that a1 and

ai are distinct irreducible factors of p for all i ∈ {k1 +1, . . . ,k2}, proving our claim.
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Thus, p, p ′ are associates in C[z1, . . . , zm]. So, it clearly follows that the respective principal

ideals are equal, i.e., I =I ′.

Now, we’ll prove c)⇒a). Since L : H →H ′ is a bijective module map, there exists a non-

vanishing holomorphic function a : Ω→ C such that L(h) = ah, for all h ∈ H . So, L(1) =
a ∈ H ′. Moreover, for any q ∈ C[z1, . . . , zm], L(pq) = apq = p(aq) ∈ Mp (H ′) ⊆ M ′. To check

that Mp (H ′) ⊆ M ′, take an arbitrary element h′ ∈ H ′. Since polynomials are dense in H ′,
there exists a sequence pn ∈ C[z1, . . . , zm] such that pn converges to h′ in H ′. This implies

Mp (pn) ∈I =I ′ converges to Mp (h′) in H ′. But Mp (h′) is an arbitrary element of Mp (H ′).

So, Mp (H ′) is a subset of the closure of I ′ in H ′ which is M ′. This shows L(I ) ⊆M ′. Since I

is dense in M , for any m ∈M , we can find a sequence pn ∈I such that pn converges to m in

H . So, L(pn) ∈M ′ converges to L(m) in H ′. Thus, L(M ) ⊆M ′. Similarly, one can show that

L−1(M ′) ⊆M or equivalently, M ′ ⊆ L(M ). This proves a).

Example 4.3.5. Let H ,H ′ be the Hilbert modules as given in Example 4.3.3 and let L be the

bijective module map between them. Take an arbitrary polynomial p ∈C[z1, z2] and let I be

the principal ideal generated by p. If M ,M ′ denote the closure of I in H ,H ′ respectively,

then, from Theorem 4.3.4 it follows that L takes M to M ′ and vice versa.

4.3.3 An important example

However, it is important to note that the alternating sum given in Theorem 4.3.2 and 4.3.4
is not a complete invariant for similarity. To see this, consider the analytic Hilbert modules
H = H 2(D2) and H ′ = H (2,1)(D2), where

H (2,1)(D2) =
{

f ∈O (D2) : if f = ∑
i , j≥0

f (i , j )zi
1z j

2 , then
∑

i , j≥0

| f (i , j )|2
i +1

<∞
}

with the inner product given by 〈 f , g 〉H ′ :=∑
i , j≥0

f (i , j )g (i , j )
i+1 . Then the submodules M ,M ′ are

defined as the closure of the principal ideal < {z1} > in H ,H ′ respectively. Since

KH (z, w) = 1

(1− z1w̄1)(1− z2w̄2)
= ∑

i , j≥0
zi

1z j
2 w̄ i

1w̄ j
2

and
KH ′(z, w) = 1

(1− z1w̄1)2(1− z2w̄2)
= ∑

i , j≥0
(i +1)zi

1z j
2 w̄ i

1w̄ j
2 ,

for all z, w ∈Ω, we have KM (z, w) = z1w̄1χ(z, w) and KM ′(z, w) = z1w̄1χ
′(z, w), where χ(z, w) =∑

i , j≥0 zi
1z j

2 w̄ i
1w̄ j

2 = KH (z, w), χ′(z, w) =∑
i , j≥0(i +2)zi

1z j
2 w̄ i

1w̄ j
2 . It can be checked that χ,χ′ :

Ω×Ω→ C are non-vanishing, sesquianalytic, positive definite functions. So, they induce
reproducing kernel Hilbert modules Hχ, H

′
χ′ on D

2 where the polynomials are dense. Moreover,



4.3. Description of various submodules and their complete invariants 73

we obtain that the multiplication by z1 is an unitary module map from Hχ, H
′
χ′ to M ,M ′ and

we’ll denote them by Mz1 , M
′
z1
, respectively. Finally, observe that Hχ = H 2(D2) and H

′
χ′ can

be described by the set{
f ∈O (D2) : if f = ∑

i , j≥0
f (i , j )zi

1z j
2 , then

∑
i , j≥0

| f (i , j )|2
i +2

<∞
}

and the inner product 〈 f , g 〉
H

′
χ′

:=∑
i , j≥0

f (i , j )g (i , j )
i+2 . If {ei , j }, {e ′

i , j } are their orthonormal bases

given by ei , j (z) = zi
1z j

2 ,e ′
i , j (z) =p

(i +2)zi
1z j

2 , for all z = (z1, z2) ∈D2, then

Mχ
z1

(ei , j ) = ei+1, j and Mχ′
z1

(e ′
i , j ) =

√
i +2

i +3
e ′

i+1, j ,

i.e. Mχ
z1

, Mχ′
z1

can be considered as weighted unilateral shifts with weight sequences wi = 1 and
w

′
i =

√
i+2
i+3 , where Mχ

z1
, Mχ′

z1
are multiplication by z1 operator on Hχ,H

′
χ′ respectively. Now,

if possible, let M ,M ′ are similar via a bijective module map L. Then Lχ := (M
′
z1

)∗ ◦L ◦Mz1 is
a bijective module map between Hχ and H

′
χ′ which satisfies Lχ ◦Mχ

z1
= Mχ′

z1
◦Lχ. As a result,

there exists positive constants C1,C2 such that

0 <C1 ≤ |w0 · · ·wn |/|w
′
0 · · ·w

′
n | ≤C2,

for all n ∈N∪ {0} [28, Theorem 2]. But in our case |w0 · · ·wn |/|w ′
0 · · ·w

′
n | =

√
3·4···(n+3)
2·3···(n+2) =

√
n+3

2

which is not bounded above. This is a contradiction to the previous statement which means
M ,M ′ are not similar. On the other hand, it can be easily checked that

KiM −KM +KH =KiM ′ −KM ′ +KH ′ = ∂∂̄ log |z1|2.

Thus, the alternating sums coincide even though the submodules are non-similar.
Theorem 4.3.4 proves a version of the Rigidity Theorem in the part a)⇒c). When H =H ′,

it also says the following: If M ,M ′ are two distinct submodules of H as given in Theorem
4.3.4, then they are not similar via a bijective module map L on H . Now, we’ll generalize
Theorem 4.3.2 for the submodules consisting of functions that vanishes to order greater that 1
on the zero set.

4.3.4 Generalization of the first main theorem: higher order case

Theorem 4.3.6. Let Ω be a bounded domain in Cm and H ,H ′ ⊆ O (Ω) be analytic Hilbert

modules. Suppose ϕ,ψ :Ω→C are holomorphic functions that define Z (ϕ) := {z ∈Ω :ϕ(z) = 0},

Z (ψ) := {z ∈Ω :ϕ(z) = 0}, respectively. Assume that Z (ϕ), Z (ψ) are irreducible analytic subsets
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inΩ and set M = { f ∈H : ordZ (ϕ) f ≥ k}, M ′ = {g ∈H ′ : ordZ (ψ)g ≥ k ′}, where k,k ′ ≥ 1 are two

positive integers. Furthermore, assume that ϕk ∈H ,ψk ′ ∈H ′ and rank(M ) = rank(M ′) = 1. If

there exists a bijective module map L : H →H ′, then the following are equivalent.

a) L(M ) =M ′;

b) Z (ϕ) = Z (ψ), k = k ′;

c) KiM −KM +KH =KiM ′ −KM ′ +KH ′ as (1,1) currents onΩ.

(Note: Lemma 4.1.2 ensures that the submodules M ,M ′ are well defined. )

Proof. a)⇔b) Since L : H → H ′ is a bijective module map, there exists a non-vanishing

holomorphic function a :Ω→C such that L(h) = ah, for all h ∈H . Observe that ϕk ∈M . So,

L(M ) = M ′ implies L(ϕk ) = aϕk ∈ M ′. Thus, Z (aϕk ) = Z (ϕk ) = Z (ϕ) ⊇ Z (ψ). From similar

arguments with L−1 it follows that Z (ψ) ⊇ Z (ϕ). As a result, Z (ϕ) = Z (ψ) and henceϕ,ψ defines

the same set. Consequently, there exists a non-vanishing, holomorphic function f :Ω→ C

such that ϕ= f ψ onΩ. Now, if possible, without loss of generality assume that k < k ′. Since

aϕk ∈M ′, ψk ′
divides aϕk = a f kψk . This implies ψk ′−k divides a f k . But this is absurd which

proves k = k ′.
For the converse part, take an arbitrary element m ∈ M . Then m = ϕk m̃, for some

m̃ ∈ O (Ω). As a result, L(m) = am = aϕk m̃ is an element in H ′. Since Z (ϕ) = Z (ψ),k = k ′,
ordZ (ψ)(aϕk m̃) ≥ k ′ and hence L(m) ∈ M ′. Thus, L(M ) ⊆ M ′. Similarly, we can show that

L−1(M ′) ⊆M . Consequently, L(M ) =M ′ and b)⇒a) part is proved.

b)⇔c) Similar to the case when k = k ′ = 1, one can show that

KiM −KM +KH = ∂∂̄ log |ϕk |2 and KiM ′ −KM ′ +KH ′ = ∂∂̄ log |ψk ′ |2 (4.1)

as (1,1) currents onΩ. Now, b) implies ϕ= f ψ, for some non-vanishing holomorphic function

f 6= 0 in O (Ω). Following similar arguments as given in the proof of Theorem 4.3.2, we get

∂∂̄ log |ϕk |2 = k∂∂̄ log |ϕ|2 = k∂∂̄ log | f ψ|2 = k∂∂̄ log | f |2 +k∂∂̄ log |ψ|2 = ∂∂̄ log |ψk |2. (4.2)

The last equality is true because ∂∂̄ log | f |2 = 0 for any non-vanishing holomorphic function

f :Ω→C. Since k = k ′, Equation (4.1) and (4.2) proves c).

Conversely, observe that c) implies ∂∂̄ log |ϕk |2 = ∂∂̄ log |ψk ′ |2 as (1,1) currents onΩ. Apply-

ing Lemma 4.2.3, this gives Z (ϕk ) = Z (ψk ′
) or equivalently, Z (ϕ) = Z (ψ). As a result, ϕ= f ψ

for a non-vanishing holomorphic function f onΩ. From Equation (4.2) this means

∂∂̄ log |ψk |2 = ∂∂̄ log |ψk ′ |2 ⇔ k∂∂̄ log |ψ|2 = k ′∂∂̄ log |ψk |2 ⇔ (k −k ′)∂∂̄ log |ψ|2 = 0.

If k 6= k ′, then from Lemma 4.2.3 the last equality will imply that Z (ψ) is an empty set which is

a contradiction. Thus, c) implies Z (ϕ) = Z (ψ), k = k ′.
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When H =H ′ and M ,M ′ satisfies the hypotheses of Theorem 4.3.6, we have the following:
If there exists a bijective module map L on H such that L(M ) =M ′, then M =M ′. Finally,
we’ll generalize Theorem 4.3.2 where the zero set has codimension greater than 1.

4.3.5 Generalization of the first main theorem: higher codimension case

Theorem 4.3.7. Let Ω be a bounded domain in Cm and H ,H ′ ⊆ O (Ω) be analytic Hilbert

modules. Also, letϕ := (ϕ1, . . . ,ϕr ),ψ := (ψ1, . . . ,ψr ) be holomorphic maps fromΩ toCr satisfying

the following three conditions.

i) For each i , 1 ≤ i ≤ r , ϕi ∈H ,ψi ∈H ′ and they define Z (ϕi ), Z (ψi ) respectively;

ii) Z (ϕ), Z (ψ) are complete intersections ofϕ,ψ respectively, where Z (ϕ) := Z (ϕ1)∩·· ·∩Z (ϕr )

and Z (ψ) := Z (ψ1)∩·· ·∩Z (ψr );

iii) Z (ϕi ), Z (ψi ), Z (ϕ), Z (ψ) are connected subsets ofΩ for all i = 1, . . . ,r .

For i = 1, . . . ,r set Mi = { f ∈ H : f = 0 on Z (ϕi )}, M = { f ∈ H : f = 0 on Z (ϕ)}, M
′
i = {g ∈

H ′ : g = 0 on Z (ψi )}, M ′ = {g ∈H ′ : g = 0 on Z (ψ)}. Assume that rank(Mi ) = rank(M
′
i ) = 1. If

L : H →H ′ is a bijective module map, then the following are equivalent:

a) L(M ) =M ′;

b) Z (ϕ) = Z (ψ);

c)
∧r

i=1

(
KXi −KMi +KH

) = ∧r
i=1

(
KX

′
i
−K

M
′
i
+KH ′

)
as (r,r ) currents on Ω, where Xi :

Mi →H , X
′
i : M

′
i →H ′ are the canonical inclusion maps for i = 1, . . . ,r .

Proof. a)⇔b) Let a be the non-vanishing holomorphic function fromΩ to C such that L(h) =
ah, for all h ∈H . Since ϕi ∈M , L(M ) =M ′, L(ϕi ) = aϕi vanishes on Z (ψ), for all i = 1, . . . ,r .

Thus, Z (ϕi ) ⊇ Z (ψ) for all i which implies Z (ϕ) = ∩r
i=1Z (ϕi ) ⊇ Z (ψ). Similarly, we’ll get

Z (ψ) ⊇ Z (ϕ) which proves b).

Conversely, take an arbitrary element m ∈M . Then m vanishes on Z (ϕ) = Z (ψ). As a result,

L(m) = am is an element in H ′ which also vanishes on Z (ψ). Thus, L(M ) ⊆ M ′. Similarly,

we’ll get L−1(M ′) ⊆M , or equivalently, M ′ ⊆ L(M ) which finally gives L(M ) =M ′.

b)⇔c) From the definition of the fundamental class and Lemma 4.2.1 it follows that Z (ϕ) =
Z (ψ) if and only if [Z (ϕ)] = [Z (ψ)] as (r,r ) currents on Ω. Now, Z (ϕ), Z (ψ) are connected

submanifolds inΩ of codimension r and hence they are irreducible as analytic subsets ofΩ.

As a result, [13, Proposition III.4.12] gives

[Z (ϕ1)]∧·· ·∧ [Z (ϕr )] = [Z (ψ1)]∧·· ·∧ [Z (ψr )].
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Finally, from the discussions prior to Theorem 4.3.2 we see that

KXi −KMi +KH = ∂∂̄ log |ϕi |2 and KX
′
i
−K

M
′
i
+KH ′ = ∂∂̄ log |ψi |2,

for all i , 1 ≤ i ≤ r . The result then follows from Lel ong -Poi ncar é formula.

When H =H ′, we can prove a similar corollary as we have for Theorem 4.3.4 and 4.3.6. In
fact, we have a stronger result in this case. To see this, assume that M is generated by ϕ1, . . . ,ϕr ,
M ′ is generated by ψ1, . . . ,ψr and ϕi ,ψi are polynomials. Then, from [3, Lemma 1.11], it
follows that the reproducing kernels of M ,M ′ are sharp on Ω\ Z (ϕ),Ω\ Z (ψ), respectively. As
a result, we have the following.

Corollary 4.3.8. Let M and M ′ be submodules of an analytic Hilbert module H , as described

above. If there exists a bijective module map L from M onto M ′, then

i) M =M ′ and

ii)
∧r

i=1

(
KXi −KMi +KH

)=∧r
i=1

(
KX

′
i
−K

M
′
i
+KH

)
as (r,r ) currents onΩ.

Proof. Following similar arguments as given in Lemma 4.3.1 we obtain that for all w ∈Ω,

L∗(∩m
i=1 ker(Mzi −wi )∗

)=∩m
i=1 ker(M

′
zi
−wi )∗,

where Mzi , M
′
zi

are pointwise multiplication by zi , for i = 1, . . . ,r . But the kernels of M ,M ′ are

sharp outside their respective zero sets. So,

< {L∗KM ′(·, w)} >=< {KM (·, w)} >,

for all w ∈Ω\
(
Z (ϕ)∪Z (ψ)

)
. As a result, there exists a non-vanishing holomorphic function a :

Ω\
(
Z (ϕ)∪Z (ψ)

)→C such that L∗KM ′(·, w) = a(w)KM (·, w). But codimension of Z (ϕ)∪Z (ψ)

is greater or equal to 2. So, by Hartog’s theorem [26, Page 198] a extends as a non-vanishing

holomorphic function on Ω. Thus, L∗KM ′(·, w) = a(w)KM (·, w) for all w ∈ Ω which means

L(m) = am for all m ∈M . Finally, following the proof of Theorem 4.3.7, a)⇒b) we obtain that

Z (ϕ) = Z (ψ) which proves M =M ′. The equality of the (r,r ) currents follows from Theorem

4.3.7, b)⇒c).

Consider the analytic Hilbert modules H = H 2(D2) and H ′ = H (2,1)(D2). Next, define the
submodules M ,M ′ by the closure of the polynomial ideal < {z1, z2} > in H ,H ′ respectively.
Also, for each i = 1,2, define the submodules Mi ,M

′
i by the closure of the ideal < {zi } >. Then

it can be checked that Mi = { f ∈H : f = 0 on zi = 0} and M
′
i = {g ∈H ′ : g = 0 on zi = 0}. If

possible, suppose there exists a bijective module L from M to M ′. From the proof of Corollary
4.3.8 this means L(m) = am for all m ∈M , where a :Ω→ C is a non-vanishing holomorphic
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function. As a result, L(mi ) = ami , for mi ∈Mi , i = 1,2 which means L(Mi ) =M
′
i . But this is

a contradiction because we already know that M1 and M
′
1 are not similar from the discussions

following Theorem 4.3.4. Thus, M and M ′ are not similar. On the other hand,

2∧
i=1

(
KXi −KMi +KH

)= ∂∂̄ log |z1|2 ∧∂∂̄ log |z2|2 =
(2π

i

)2
δ(0,0) =

2∧
i=1

(
KX

′
i
−K

M
′
i
+KH ′

)
,

where δ(0,0) is the dirac-delta distribution at (0,0) considered as a (2,2) current on D2. Thus,
the wedge of alternating sums is not a complete invariant for similarity.
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