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1 Chapter 1: Compact and Fredholm Oper-

ators

1 Overview and Polar Decomposition

1.1 Overview

A normal operator on a finite dimensional inner product space can be diago-
nalised and the eigenvalues together with their multiplicities are a complete
set of unitary invariants for the operator, while on a infinite dimensional
Hilbert space the spectral theorem provides a model and a complete set of
unitary invariants for such operators. Thus we view the theory of normal
operators to be well understood. It is natural to study operators which
may be thought of in some sense to be nearly normal. One hope is that
it would be possible to provide canonical models and a complete set of in-
variants for such operators. Since an operator is normal if the commutator
[T, T ∗] = TT ∗−T ∗T = 0, one may say an operator is nearly normal if [T, T ∗]
is small in some appropriate sense, for example, finite rank, trace class or
compact. In these notes, we will take the last of these three measures of
smallness for [T, T ∗] and make the following definition.

Definition 1.2. An operator T is essentially normal if [T, T ∗] is compact.

Our goal would be to classify the essentially normal operators with respect
to some suitable notion of equivalence. Since we are considering compact
operators to be small, the correct notion of equivalence would seem to be the
following.

Definition 1.3. Two operators T1 and T2 are said to be essentially equivalent
if there exists a unitary operator U and a compact operator K such that
UT1U

∗ = T2 + K, in this case we write, T1 ∼ T2.
(The goal of these notes is to describe, {essentially normal operators}/∼.)

We will very closely follow the basic work of Brown, Douglas and Fillmore
[1, 2].

Why should this problem be tractable at all? To answer this question, we
have to look at some early history preceeding the work of Brown, Douglas
and Fillmore [1, 2].

1.4 Brief History

In 1909, Weyl defined the essential spectrum of a self adjoint operator to be
all points in its spectrum except the isolated eigen values of finite multiplicity.
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He proved that if two self adjoint operators S and T are essentially equivalent
then S and T have the same essential spectrum. Some twenty years later,
von Neumann proved a striking converse, that is, if the essential spectrum
of two self adjoint operators are equal then they are essentially equivalent.
In response to a question of Halmos, Berg and Sikonia, independent of each
other, showed in 1973 that the Weyl von Neumann theorem actually holds
for normal operators.

What all this has to do with essentially normal operators? The point is
that, if C(H) is the set of compact operators and π : L(H) → L(H)/C(H)
is the natural quotient map then an operator T is essentially normal if and
only if the class π(T ) is normal in the Calkin algebra L(H)/C(H). It is not
very hard to see that the essential spectrum σess(N), of a normal operator N
is the same as the spectrum σ(π(N)) of the class π(N) of the operator N in
the Calkin algebra L(H)/C(H). Let

N + C = {N + K : N is normal and K is comapct).

For an operator T inN + C, we see that σess(T ) = σess(N+K) = σ(π(N+
K)) = σ(π(N)), so that the Weyl–von Neumann–Berg theorem actually
extends to operators in the class N + C.

Theorem 1.5. (Weyl–von Neumann–Berg theorem). Any two operators T1

and T2 in N + C are essentially equivalent if and only if σess(T1) = σess(T2).
Moreover, if X is any compact subset of the complex plane C then there is a
normal operator N such that σess(N) = X.

This theorem shows that the essential spectrum of an operator N + C is
complete invariant for unitary equivalence modulo compact and the classi-
fication problem for such operators is complete. Are all essentially normal
operators in N + C? To give an example of an essentially normal operator
not in N + C, consider the Toeplitz operator Tz on the Hardy space H2(T).
Note that I − TzT

∗
z = P and I − T ∗

z Tz = 0, where P is a rank one projec-
tion, therefore Tz is an essentially unitary operator. An operator T is called
Fredholm if it has closed range and the dimension of its kernel and cokernel
are finite. For a Fredholm operator T , define

ind(T ) = dim ker(T )− dim ker(T ∗).

It will be shown, that if T is Fredholm and K is compact then

ind(T + K) = ind(T ).

If N is a normal operator which is also Fredholm then its index is zero.
It is easy to see that the Toeplitz operator Tz is Fredholm, dim ker(Tz) = 0
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and dim ker(T ∗
z ) = 1. If in addition Tz is also in N + C, then we would have

−1 = ind(Tz)− ind(N + K) = 0.

Secondly, note that the Multiplication operator Mz and the Toeplitz op-
erator Tz both have the same essential spectrum, namely the unit circle T.
If these two operators were essentially equivalent then we would have

−1 = ind(Tz) = ind(Tz + K) = ind(U∗MzU) = ind(Mz) = 0.

This shows that the essential spectrum is not the only invariant for our
equivalence. The remarkable theorem of Brown, Douglas and Fillmore says
that the essential spectrum together with a certain index data is complete
set of invariants for essential equivalence.

We end this brief introduction, with a discussion of the Polar Decom-
position Theorem. In these notes, we assume that all Hilbert spaces are
separable.

Polar Decomposition

If λ is a complex number then λ = |λ|eiθ, for some θ; this is the polar
decomposition of λ. For operators, is it possible to find an analogy? To
answer this question, we may ask, what is the analogy of |λ| and eiθ among
operators. A little thought would show that the analogy for |λ| ought to
be (T ∗T )1/2, the analogy for eiθ would seem to be either an unitary or an
isometry. However, none of these is correct for an operator on an infinite
dimensional Hilbert space.

Definition 1.6. An Operator V on a Hilbert space H is a partial isometry
if ‖V f‖ = ‖f‖ for f orthogonal to ker V ; if in addition the kernel of V is
{0} then V is an isometry. The initial space of V is the closed subspace
orthogonal to ker V .

It turns out that the correct analogy for eiθ is a partial isometry.

Theorem 1.7. If T is an operator on the Hilbert space H then there exists a
positive operator P and a partial isometry V such that T = V P . Moreover,
P and V are unique if ker V = ker P .

Proof. If we set P = (T ∗T )1/2, then

‖Pf‖2 = (Pf, Pf) = (P 2f, f) = (T ∗Tf, f) = ‖Tf‖2for f in H
Thus, if we define

Ṽ : ran P → H such that Ṽ Pf = Tf,

5



then Ṽ is well defined, in fact it is isometric and extends uniquely to an
isometric mapping from clos [ran P ] to H. If we further define V : H → H
by

V f =

{
Ṽ f for f in clos[ran P ]
0 forf in [ran P ]⊥

then V is a partial isometry satisfying T = V P and

ker V = [ran P ]⊥ = ker P.

For the uniqueness, note first that if W is a partial isometry then for f
in H,

((I −W ∗W )f, f) = (f, f)− (W ∗Wf, f) = ‖f‖2 − ‖Wf‖2 ≥ 0.

Thus, (I −W ∗W )1/2 is a well defined positive operator. Now, if f ⊥ [ker W ]
then ‖Wf‖ = ‖f‖, and therefore, ((I −W ∗W )f, f) = 0. Since,

‖(I −W ∗W )1/2f‖2 = ((I −W ∗W )f, f) = 0,

we have, (I − W ∗W )1/2f = 0 or W ∗Wf = f . Therefore, W ∗W is the
projection onto the initial space of W .

Now, if T = WQ, where W is a partial isometry, Q is positive and
ker W = ker Q then

P 2 = T ∗T = QW ∗WQ = Q2,

since W ∗W is projection onto

[ker W ]⊥ = [ker Q]⊥ = clos[ran Q].

Thus, by the uniqueness of the square root, we have P = Q and hence
WP = V P . Therefore, W = V on ran P . But

[ran P ]⊥ = ker P = ker W = ker V,

and hence W = V on [ran P ]⊥. Therefore, V = W and the proof is complete.

Some times a polar decomposition in which the order of the factors are
reversed is useful.

Corollary 1.8. If T is an operator on the Hilbert space H, then there exists a
positive operator Q and a partial isometry W such that T = QW . Moreover,
W and Q are unique if ran W = [ker Q]⊥.

Proof. Apply the theorem to the operator T ∗. Observe that W = V ∗ and
Q = P so that ker P = ker V if and only if ran W [ker Q]⊥, the uniqueness
now follows from the theorem.
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2 Compact and Fredholm Operators

Compact Operators

We will show that an operator is compact if and only if it is the norm limit
of a sequence of finite rank operators. Thus the compact operators are the
natural generalisation of finite dimensional operators in a topological sense.

However, we first show that any closed subspace of the Hilbert space H
in the range of a compact operator must be finite dimensional. It turns
out, any operator whether compact or not, possessing this property can be
approximated in norm by a sequence of finite rank operators. Thus, we obtain
another characterisation of the compact operators, namely an operator is
compact if and only if the only closed subspaces of the Hilbert space H in
its range are finite dimensional.

Definition 2.1. An operator T is finite rank if the dimension of its range is
finite and compact if the image of the unit ball under T is compact. Let T (H)
and C(H) denote the set of all finite rank and compact operators respectively.

Most of the elementary properties of compact operators are collected
together in the following.

Proposition 2.2. If H is a Hilbert space then T (H) is a minimal two sided
*-ideal in L(H).

Proof. The two inclusions

ran(S + T ) ⊆ ran(S) + ran(T ) and ran(ST ) ⊆ ran(S)

show that T (H) is a left ideal in L(H). The identity

ran T ∗ = T ∗[ker T ∗]⊥ = T ∗(clos[ran T ])

shows that T is in T (H) if and only if T ∗ is in T (H). Finally, if S is in L(H)
and T is in T (H) then T ∗S∗ is in T (H) and hence ST = (T ∗S∗)∗ is in T (H).
Therefore, T (H) is a two sided *-ideal in L(H).

To show that T (H) is minimal, assume that J is a non zero ideal in
L(H). Thus there exists an operator T 6= 0 in J hence there is a non zero
vector f and a unit vector g in H such that Tf = g. Let Th,k be the rank
one operator defined by

Th,k(`) = (`, h)k.

Note that,
Tg,kTTh,f (`) = (`, h)k = Th,k(`)
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and therefore, Th,k is in T (H) for any pair of vectors h and k in H. However,

{T ∈ L(H) : T is rank one} = {Th,k : h and k in H}.

Thus, T (H) contains all the rank one operators and hence all finite rank
operators. This completes the proof.

next, we obtain a very useful alternate characterisation of compact oper-
ators. The proof is elementary and left out.

Lemma 2.3. If H is a Hilbert space and T is in L(H) then T is compact if
and only if for every bounded sequence {fn} which converges to f weakly it
is true that {Tfn} converges in norm to Tf .

Lemma 2.4. The closed unit ball (H)1 in an infinite dimensional Hilbert
space H is compact if and only if H is finite dimensional.

Proof. If H is finite dimensional then it is isometrically isomorphic to Cn and
hence its unit ball is compact. On the other hand if H is infinite dimensional
there exists an infinite orthonormal sequence {en} in the closed unit ball
(H)1. The fact that

‖en − em‖ =
√

2 for n 6= m

shows that the sequence {en} has no convergent subsequence. Thus, closed
unit ball (H)1 can not be compact.

Proposition 2.5. If K is a compact operator on an infinite dimensional
Hilbert space H and M is a closed subspace contained in the range of K then
subspace M is finite dimensional.

Proof. If PM is the projection onto the subspace M then PMT is also com-
pact. If A : H → M is the operator defined by Af = PMTf then A is
bounded and maps H onto M. By the open mapping theorem A is an open
map. Therefore,

A(H)1 ⊇ Bδ(0) for some δ > O.

Since the compact set PMT (H)1 contains the closed ball Bδ(0), it follows
that M is finite dimensional by the preceeding corollary.

Theorem 2.6. If H is an infinite dimensional Hilbert space then the norm
closure of T (H) is contained in C(H). If the range of an operator T on the
Hilbert space H does not contain any closed infinite dimensional subspace of
H then T is in the norm closure of T (H). In particular, the norm closure of
T (H) is C(H).

8



Proof. First it is obvious that T (H) is contained in C(H). Secondly, to prove
that C(H) is closed assume that {Kn} is a sequence of compact operators
which converges in norm to K. If {fn} is bounded sequence converging
weakly to f and

M = max{1, ‖fn‖ : n ∈ N}
then choose N such that ‖K−KN‖ < ε/3M . Since KN is a compact operator,
there exists an n0 such that

‖KNfn −KNf‖ < ε/3 for n > n0.

Thus, we have

‖Kfn −Kf‖ ≤ ‖(K −KN)fn‖+ ‖KNfn −KNf‖+ ‖(KN −K)f‖
≤ ε/3 + ε/3 + ε/3 = ε for n > n0,

and hence K is a compact operator. Therefore, the closure of T (H) is C(H).
Let T be any operator on the Hilbert space H such that the range of

T does not contain any closed infinite dimensional subspace of H and let
T = PV be the polar decomposition for T . Consider the extended functional
calculus for the operator P , defined for functions in L∞(ν) for some positive
regular Borel measure ν. Let χε = χ(ε,‖P‖] be the characterstic function of
the interval (ε, ‖P‖] and note that χε is in L∞(ν). Thus,

Eε = χε(P ) is a projection on H.

If we define ψε on (0, ‖P‖) by

ψε =

{
1/x for ε < x ≤ ‖P‖
0 otherwise

then Qε = ψε(P ) satisfies

QεP = PQε = Eε

Thus, we have

ran(Eε) = ran P (Qε) ⊆ ran P = ran T

and therefore the range of the projection Eε is finite dimensional by assump-
tion. Hence Pε = P (Eε) is in T (H) and PεV is also in T (H). Finally,

‖K − PεV ‖ = ‖PV − PεV ‖ ≤ ‖P − Pε‖ − ‖P − PEε‖
= sup

0≤x≤‖P‖
‖x− xχε(x)‖

Therefore, T is in the norm closure of T (H). The comment about the com-
pact operators follows from the preceeding Proposition.
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For emphasis, we separately record the following corollary which is al-
ready contained in Proposition 2.3 and second half of the theorem.

Corollary 2.7. If H is an infinite dimensional Hilbert space and T is an
operator on H then T is compact if and only if range T does not contain any
closed infinite dimensional subspaces.

Corollary 2.8. If H is an infinite dimensional Hilbert space then C(H) is
the only proper closed two sided *-ideal in L(H).

Proof. Since C(H) is the norm closure of T (H) and T (H) is a minimal two
sided *-ideal, it follows, that C(H) is itself is a minimal two sided *-ideal.
Next, we prove that it is the only such ideal. If an operator T is not com-
pact then by the previous corollary, the range of T contains a closed infinite
dimensional subspace M. The operator PMT maps H onto the subspace
M and by the open mapping theorem, we find an operator S such that
TS = PM and hence any two sided ideal containing T must also contain I.
This completes the proof.

2.9 Fredholm Operators

We prove the basic spectral properties of compact operators after obtaining
some elementary results for Fredholm operators.

Definition 2.10. If H is a Hilbert space then the quotient algebra U(H) =
L(H)/C(H) is a Banach algebra called the Calkin algebra.

In fact, if I is a closed ideal in any C∗-algebra U then the quotient U/I
is also a C∗-algebra. In particular the Calkin algebra is a C∗-algebra. The
natural homomorphism from L(H) onto U(H) is denoted by π.

The following definition of Fredholm operators is equivalent to the clas-
sical one via Atkinsons Theorem, which will be proved below.

Definition 2.11. IfH is a Hilbert space then T in L(H) is Fredholm operator
if π(T ) is invertible in the Calkin algebra U(H). The collection of Fredholm
operators on H is denoted by F(H).

Some elementary properties of Fredholm operators is immediate from the
definition, they are collected together in the following.

Proposition 2.12. If H is a Hilbert space then F(H) is an open subset of
L(H), which is self adjoint, closed under multiplication and invariant under
compact pertubations.
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Proof. Since π : L(H) → U(H) is continuous and F(H) is the inverse image
of the group of invertible elements in U(H), it follows that F(H) is open.
Again the fact that π is multiplicative implies F(H) is closed under multi-
plication. The fact that F(H) is invariant under compact pertubations is
all but obvious. Lastly, if T is in F(H) then there exists an operator S and
compact operators K1 and K2 such that

ST = I + K1 and TS = I + K2.

Taking adjoints, we see that π(T ∗) is invertible in the Calkin algebra U(H)
and F(H) is self adjoint.

While the vector sum of two closed subspaces M and M0 of a Hilbert
space H is not closed in general, it is true true that the sum is closed if one
of the subspaces say M0 is finite dimensional. To prove this, let E be the
projection onto the subspace M⊥ and note that E(M0) is finite dimensional,
therefore, closed and M+M0 = E−1(E(M0)).

Theorem 2.13. (Atkinson). If H is a Hilbert space then T in L(H) is a
Fredholm operator if and only if the range of T is closed, dim ker T is finite
and dim ker T ∗ is finite.

Proof. If T is a Fredholm operator, then there exists an operator S in L(H)
and compact operator K such that ST = I +K. If f is a vector in the kernel
of I + K implies that Kf = −f , and hence f is in the range of K. Thus,

ker T ⊆ ker ST = ker I + K ⊆ ran K

and therefore, dim ker T is finite. Similarly, dim ker T ∗ is finite. Moreover,
there exists a finite rank operator F such that ‖K −F‖ < 1

2
. Hence for f in

ker F , we have

‖S‖‖Tf‖ ≥ ‖STf‖ = ‖f + Kf‖ = ‖f + Ff + Kf − Ff‖
≥ ‖f‖ − ‖Kf − Ff‖ ≥ ‖f‖/2.

Therefore, T is bounded below on ker F , which implies that T (ker F ) is
a closed subspace of H. To show range of T is closed, observe that (ker F )⊥

is finite dimensional and

ran T = T (ker F ) + T [(ker F )⊥].

Conversely, assume that range of T is closed and both kernel and cokernel
of T are finite. The operator

T0 : (ker T )⊥ → ran T defined by T0f = Tf
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is one to one and onto and hence invertible by the open mapping theorem.
If we define the operator S on H by

Sf =

{
T−1

0 f f ∈ ran T
0 f ∈ ran T

then S is a bounded,

ST = I − P1 and TS = I − P2,

where P1 is the projection onto ker T and P2 is the projection onto (ran T )⊥ =
ker T ∗. Therefore, π(S) is the inverse for π(T ) in the Calkin algebra U(H)
and the proof is complete.

3 Index and Basic Spectral Properties

If H is a Hilbert space and T : H → H is a Fredholm operator then the two
numbers

αT = dim ker T and βT = dim ker T ∗

would seem to contain important information concerning the operator T . It
turns out, their difference

ind T = αT − βT

is of even greater importance.
If T : V → W is any finite dimensional operator then

dim V − αT = dim W − βT = rank T.

Thus, for any such operator T maping one finite dimensional space to an-
other,

ind T = dim V − dim W.

Let L and L′ be any two invertible operators on the Hilbert space H. The
operator T : H → H is Fredholm if any only if LTL′ is Fredholm. Moreover,

αLTL′ = αT , βLTL′ = βT and ind LTL′ = ind T.

Index of any invertible operator is zero. Finally, if T = T1⊕ T2 then ker T =
ker T1 ⊕ ker T2, consequently, αT = αT1 + αT2 . Similarly, βT = βT1 + βT2 and
hence

ind T1 ⊕ T2 = ind T1 + ind T2.
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Let H1 ⊕H2 = H = H′
1 ⊕H′

2 be any two direct sum decompositions of the
Hilbert space H. Write the operator T as

T =

[
T11 T12

T21 T22

]
: H1 ⊕H2 → H′

1 ⊕H′
2

with respect to this decomposition.

Lemma 3.1. If in the decomposition of T as above T22 : H2 → H′
2 is in-

vertible and T̃ = T11 − T12T
−1
22 T21 : H1 → H′

1 then αT̃ = αT , βT̃ = βT and
indT = αT̃ − βT̃ .

Proof. The proof is a sort of row reduction

[
T11 T12

T21 T22

]
→

[
T11 T12

T21 T22

] [
1 0
0 T−1

22

]

=

[
T11 T12T

−1
22

T21 I

]
→

[
1 −T12T

−1
22

0 I

] [
T11 T12T

−1
22

T21 1

]

=

[
T11 − T12T

−1
22 T21 0

T21 1

]
→

[
T11 − T12T

−1
22 T21 0

T21 1

] [
1 0

−T21 T22

]

=

[
T̃ 0
0 T22

]

Thus, we obtain Invertible operators L and L′ such that

LTL′ = T̃ ⊕ T22

Since T22 is invertible, ker LTL′ = ker T̃ ⊕ {0} and it follows that

αT = αLTL′ = αT̃

Similarly,
βT = βLTL′ = βT̃

This completes the proof of the Lemma.

Most of the basic properties of index are contained in the following the-
orem.

Theorem 3.2. The index of a Fredholm operator is

(i) locally constant

(ii) invariant under compact pertabution
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(iii) a homomorphism, that is, if S, T are any two Fredholm Operators then
ST is Fredholm and

indST = indS + indT

Proof. Let T : H → H be any Fredholm operatoar. Decompose the Hilbert
space H as

ker T ⊕ (ker T )⊥ = H = ker T ∗ ⊕ (ker T ∗)⊥

Write T as a 2×2 block matrix with respect to this decomposition. Since T is
Fredholom ran T is closed and it follows that (ker T ∗)⊥ = cl(ran T ) = ran T .
Hence the operator T22 : (ker T )⊥ → (ker T ∗)⊥ = ran T is invertible. If S
is any other Fredholm operator such that ‖S − T‖ < ε and S is written as
a 2× 2 block matrix with respect to the same decomposition of H as above
then S22 is invertible for sufficiently small ε. By the preceeding lemma,

ind S = αS̃ − βS̃.

But the operator S̃ : ker T → ker T ∗ is finite dimensional. Therefore,

αS̃ − βS̃ = αT − βT = ind T

Thus ind T is locally constant.
To prove (iii), note that the map,

ψ : t → ind(T + tK), K in C(H)

is locally constant, therefore constant on any connected set. In particular,

ind T = ψ(0) = ψ(1) = ind(T + K).

To prove (iii), note that

ST ⊕ I = LQεL
′,

where,

Qε =

[
S 0
εI T

]
, L =

[
I −ε−1S
0 I

]
and L′ =

[
T ε−1I
−εI 0

]

The two operators S and T are Fredholm and hence S ⊕ T is Fredholm.
Since L and L′ are invertible, for sufficiently small ε the operator ST ⊕ I is
Fredholm and hence ST is Fredholm. By part (i) index is locally constant.
Therefore, for sufficiently small ε,

indST = ind(ST ⊕ I) = ind Qε = ind(S ⊕ T ) = ind S + ind T.

This completes the proof of the theorem.
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Example 3.3. Let U+ : `2(Z+) → `2(Z+) be the shift operator,

U+(a0, . . . , an, . . .) = (0, a0, . . . , an, . . .)

Clearly, ran U+ is closed and ker U+ = {0}. A simple computation shows
that dim ker U∗

+ = 1. Thus,

ind U+ = −1 and ind U∗
+ = 1.

Since index is a homomorphism, it follows that

ind Un
+ = −n and ind U∗n

+ = n.

The basic spectral properties of a compact operator are contained in the
following theorem.

Theorem 3.4. If K is a compact operator on the Hilbert space H then σ(K)
is countable with 0 the only possible limit point. If λ is a nonzero point in
σ(K) then λ is an eigen value of finite multiplicity and λ̄ is an eigen value
of K∗ with the same multiplicity.

Proof. If λ is a nonzero complex number then −λI is invertible and hence
K − λ is Fredholm and ind(K − λ) = 0. Therefore, if λ is in σ(K) then
ker(T − λ) 6= {0} and hence λ is an eigen value of K of finite multiplicity.
Moreover, since ind(K − λ) = 0, we see that λ̄ is an eigenvalue of K∗ of the
same multiplicity.

Let {λn} be a sequence a distinct eigenvalues of K with corresponding
eigen vector {fn}. IfMn = span{f1, . . . , fn} thenM1 $M2 $, . . ., since the
eigen vectors corresponding to distinct eigenvalues are linearly independent.
Let gn be a unit vector in Mn orthogonal to Mn−1. For any h in H,

h =
∑

(h, gn)gn + g0, g0 ⊥ gn ∀n

Since ‖h‖ =
∑ |(h, gn)|2 + ‖g0‖2, it follows that (h, gn) → 0. Therefore, the

sequence gn → 0 weakly and hence Kgn → 0 in norm. Since gn ∈Mn, there
exists scalars αk such that gn =

∑n
k=1 αkfk,

Kgn =
n∑

k=1

αkKfk =
n∑

k=1

αkλkfk = λn

n∑

k=1

αkfk +
n∑

k=1

αk(λk − λn)fk

= λngn + hn, hnεMn−1.

Therefore,

lim
n→∞

|λn|2 ≤ lim
n→∞

(|λn|2‖gn‖2 + ‖hn‖2) = lim
n→∞

‖Kgn‖2 = 0.

15



2 Chapter 2: Ext(x) as a Semigroup with

Identity

4 Extensions and Essential Unitary Operators

While classifying essentially normal operators is our main goal, it turns out
that to solve our specific problem it is useful to consider a related problem of
a more general nature. First, observe that if ST is the C∗-algebra generated
by the essentially normal operator T , the compact operators C(H) and the
identity operator I on the Hilbert space H then ST /C(H) is isomorphic to
the C∗-algebra generated by 1 and π(T ) in the Calkin algebra U(H). Since
T is essentially normal, it follows that S/C(H) is commutative and we have

ST C(σU(H)(π(T ))) = C(σess(T ))

?
π ' ΓST /C(H)6

ST /C(H) = ST /C(H) ⊆ U(H)

where, ΓST /C(H) is the Gelfand map and we have an extension, that is

0 → C(H) → ST
ϕT→ C(σess(T )) → 0

is exact. Conversely, if S is any C∗-algebra of operators on the Hilbert space
H containing compact operators, that is C(H) ⊆ S ⊆ L(H) and X is any
compact subset of the complex plane C such that

0 → C(H)
i→ S ϕ→ C(X) → 0.

is exact then for any T in S, ϕ(TT ∗ − T ∗T ) = 0 and it follows that T is
essentially normal. Fix any T in S such that ϕ(T ) = id|X . Let ST be
the C∗-algebra generated by the operator T , the compact operators and
the identity on H. Now, ϕ(ST ) is a C∗-subalgebra of C(X) containing the
identity function and therefore must be all of C(X). If S is any operator in
S then there is always an operator S ′ in ST such that ϕ(S) = ϕ(S ′) so that
ϕ(S − S ′) = 0, S − S ′ is compact and hence S is in ST .

We have shown that there is a natural correspondence between essentially
normal operators T with essential spectrum, a compact set X ⊆ C and
extensions of C(H) by C(X). We now relate unitary equivalence modulo
the compacts of essentially normal operators to extensions. If (S1, ϕ1) and
(S2, ϕ2) are two extensions corresponding to equivalent essentially normal
operators T1 and T2, that is, U∗T2U = T1 + K for some unitary operator
U and compact operator K then U∗S2U = S1 by continuity of the map
T 7→ U∗TU and ϕ2(T ) = ϕ1(U

∗TU) for all T in S2.
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Definition 4.1. Two extensions (S1, ϕ1) and (S2, ϕ2) are equivalent if there
exists a unitary operator U such that U∗S2U = S2 and ϕ2(T ) = ϕ1(U

∗TU).

Thus, if the essentially normal operators T1 and T2 are equivalent modulo
the compacts then the corresponding extensions are equivalent. Conversely,
if the extensions are equivalent then

ϕ1(U
∗T2U) = ϕ2(T2) = id|X = ϕ1(T1)

and we see that U∗T2U − T1 is compact.
The classification problem for essentially normal operators and for exten-

sions of C(H) by C(X) are identical for any compact subset X of C. The
extension point of view of course has many advantages. For any compact
metrizable space X, let Ext(X) denote the equivalence classes of the exten-
sions of C(H) by C(X), if X is a compact subset of the complex plane C
then Ext(X) is just the equivalence classes of essentially normal operators N
with σess(N) = X. Note that if ∆ is a subset of the real line and if S is any
operator such that π(S) is normal with spectrum ∆ then π(S) is self adjoint,

π(S − S∗) = 0 ⇒ S = Re S + compact.

By the Weyl–von Neumann Theorem any two of these operators are equiva-
lent modulo the compacts or in other words, Ext(∆) = 0, for ∆ ⊆ R.

Proposition 4.2. If X and Y are homeomorphic then there is bijection from
Ext(X) to Ext(Y ).

Proof. If p : X → Y is any homeomorphism, then the map p∗ : C(Y ) →
C(X) defined by f 7→ f ◦ p for f in C(Y) is an isomorphism. If (S, ϕ)
is an extension of C(H) by C(Y ) then (S, p∗ϕ) is an extension of C(H) by
C(X). If (S1, ϕ1) and (S2, ϕ2) are two equivalent extensions of C(H) by
C(Y ) and U is the unitary operator implementing this unitary equivalence
then p∗ϕ1(U

∗TU) = p∗ϕ2(T ) and the two extensions (S1, p
∗ϕ1) and (S2, p

∗ϕ2)
are equivalent. This completes the proof.

In particular, if T is an essentially normal operator with essential spec-
trum homeomorphic to a subset of the real line then T is in N + C.

What about essentially normal operators with essential spectrum home-
omorphic to the unit circle T. The next theorem shows that Ext(T) = Z.

Theorem 4.3. If π(T ) is a unitary then T is a compact perturbation of
a unitary operator, a shift of multiplicity n or the adjoint of the shift of
multiplicity n, according as ind T = 0, ind T = −n < 0 or ind T = n > 0.

17



Proof. If π(T ) is unitary then T ∗T−I is compact. Multiplying by ((T ∗T )1/2+
I)−1, we see that (T ∗T )1/2 − I is also compact. If T = W |T | is the polar
decomposition for T then T = W + K for some compact operator T . If
indT = n ≤ 0 then ind W = ind T = n ≤ 0 and dim ker W ≤ dim[ran W ]⊥.
Choose a partial isometry L with initial space ker W and final space contained
in [ranW ]⊥. The operator V = W +L is an isometry. We can now apply the
Wold–von Neumann decomposition to the isometry V to obtain an unitary
operator U and a unilateral shift S of some multiplicity such that V = U⊕S.
Since

ind T = ind V = ind U + ind S = ind S.

it follows that ind S = n, which in turn implies S is a shift of multiplicity
n. If ind T = 0 then T = U + K for some compact operator K. However, if
ind T < 0, then T = U ⊕ S + compact with S a shift of multiplicity n. To
obtain the desired result, we would have to show U⊕S ∼ S+ compact. This
is indeed correct as will be seen in the next lecture. Assuming this result to
be called, ‘Absorption Lemma’, for the moment, the proof of the theorem is
complete for operators T with ind T < 0. For an operator T with ind T > 0,
apply the preceding method to the adjoint operator T ∗. This completes the
proof.

We have already seen that the problem of classifying essentially normal
operators is equivalent to that of classifying extensions of C(H) by C(X) for
compact sets X ⊆ C. We now introduce yet another way of looking at the
same problem. Let (S, ϕ) be the extension

0 −→ C(H) ↪→ S ϕ−→ C(X) −→ 0

‖ ↓ ↓ τ

0 −→ C(H) ↪→ L(H)
π−→ U(H) −→ 0

The map τ is determined by τϕ(T ) = π(T ). It is easily verified that τ :
C(X) → U(H) is a unital *-monomorphism. On the other hand, given
a unital *-monomorphism τ : C(X) → U(H), define S = π−1[Im τ ] and
ϕ = τ−1 ◦π. The pair (S, ϕ) obtained in this manner is an extension of C(H)
by C(X). Given an essentially normal operator T , we obtain the associated
extension (ST , ϕT ) which in turn gives rise to the unital *-monomorphism
τ : C(X) → U(H), what is the relationship of τ to the operator T? Note
that ϕ(p(T )) = p for a polynomial the relationship of τ to the operator T?
Note that ϕ(p(T )) = p for a polynomial and therefore, τϕ(p(T )) = π(p(T )) =
p(π(T )). Thus the map τ is just the functional calculus for the operator π(T ).
If we start with a unital *-monomorphism τ : C(X) → U(H) then by taking
T to be any operator such that π(T ) = τ(id|X), we obtain an essentially
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normal operator with essential spectrum X. How do we define equivalence
for the unital *-monomorphisms τ : C(X) → U(H)? If we start with two
equivalent essentially normal operators T1, T2 and obtain the corresponding
unital *-monomorphisms τ1, τ2 then for f in C(X)

τ1(p) = f(π(T1)) = f(π(U∗T2U + K))

= f(π(U∗)π(T2)π(U)) = (αU)(τ2(p)).

Definition 4.4. Any two unital *-monomorphisms τk : C(X) → U(H), k =
1, 2 are equivalent if τ1 = (αU)τ2.

In the preceeding paragraph, we have seen that equivalent extensions give
rise to equivalent operators. The converse statement for X a compact subset
of C is easily verified. Thus the classification problem for essentially normal
operators is again identical to that of classifying unital *-monomorphisms
τ : C(X) → U(H). We will for the rest of these notes work only with
these objects and occasionally use essentially normal operators for motivating
certain definitions. The equivalence class [τ ] of a *-monomorphisim τ will
be called an extension, and Ext(X) will be the set of all such equivalence
classes for fixed compact metrizable space X. Some times we will write [τx],
to emphasize that [τx] is an element of Ext(X).

Since our main problem is to study normal elements in the Calkin al-
gebra, it would seem that the correct notion of equivalence is some what
weaker. Define two extensions [τ1] and [τ1] to be weakly equivalent if there
is an essentially unitary operator T such that π(T )τ1(f)π(T )∗ = τ2(f) for
all f in C(X). Weak equivalence, perhaps is the more natural equivalence
in our setting. We will however show that the weaker notion of equiva-
lence is actually equivalent to the equivalence we have defined for unital
*-monomorphism τ : C(X) → U(H). This is no longer true if we consider
unital *-monomorphisms of non abelian C∗-algebras.

5 Absorption Lemma

In this section, we will prove the absorption lemma, which was used in proving
Ext(T) = Z. Keeping later developments in mind, we prove a little more than
the absorption lemma.

Lemma 5.1. Let T = (T1, . . . , Tn) be such that (π(T1), . . . , π(Tn)) is a com-
muting family of normal elements on U(H) and let λ in Cn be in the joint
essential spectrum of T . Given ε > 0 and a finite dimensional subspace
M⊆ H, there exists a nonzero vector ϕ in M⊥ such that

‖(Tm − λm)ϕ‖ < ε for all m.
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Proof. Let S =
∑

(Tm − λm)∗(Tm − λm) and UT ⊆ U(H) be the C∗-algebra
generated by π(T1), . . . , π(Tn). Since there exists a unital *-homomorphism
ρ : UT → C such that

ρ(π(Tm)) = λm for all m

and π(S) is on UT , it follows that ρ(π(S)) = 0. Hence, 0 ∈ σess and χ[0,ε)(S) is
a projection of infinite rank. If (ran χ[0,ε))∩ (M⊥\{0}) = ∅ then the projec-
tion PM would map the infinite dimensional space ran χ[0,ε) injectively into
the finite dimensional space M. This contradiction guarantees the existence
of

ϕ ∈M⊥\{0} ∩ ran χ[0,ε)(S), ‖ϕ‖ = 1

To complete the proof, note that

ε > 〈Sϕ, ϕ〉 ≥
∑

‖(Tm − λm)ϕ‖2.

Theorem 5.2. Let {Tn}∞n=1 be a family of operators on H such that {π(Tn)}
is a commuting family of normal elements in U(H). If λ(r) ∈ σess(T ) for
r = 1, 2, . . . then there exists an orthonormal sequence {ψr}∞n=1 in H such
that

Tm =

[
Dm 0
0 Rm

]
+ Km, Km ∈ C(H)

The decomposition of Tm is with respect to the subspacesM = Clos Span {ψr}
and M⊥. The operator Dm in L(M) is diagonal and Dmψr = λ

(r)
m ψr.

Proof. First consider the case of self adjoint operators {Tm}. Construct an
orthonormal sequence {ψr} such that

‖Tmψr − λ
(r)
k ψr‖ < (1/2)r m ≤ r

If {ψ1, . . . , ψr−1} are pairwise orthogonal and satisfy the inequality above
then apply the lemma with n = r, λ = λ(n),M = Span{ψ1, . . . , ψr−1} and
ε = (1/2)r−1 to obtain ψr as desired. Now, decompose each Tm with respect
to M and M⊥ as

Tm =

[
Xm Y ∗

m

Ym Rm

]

and note that

Tm −Dm ⊕Rm =

[
Xm −Dm Y ∗

m

Ym 0

]
,

‖(Xm −Dm)ψr‖2 + ‖Ymψr‖2 = ‖(Tm −Dm)ψr‖2

= ‖Tmψr − λ(r)
m ψr‖2 < ((1/2)r)2.
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It follows that, Xm−Dm and Ym are both Hilbert–Schmidt and hence Tm−
Dm ⊕ Rm is compact. To complete the proof in the general case, apply this
technique to the sequence {Re Tm, Im Tm}.
Corollary 5.3. (Absorption lemma). If T is essentially normal and N is
normal with essential spectrum contained in that of T then T ⊕N ∼ T .

Proof. Let the sequence λ(r) be dense in σess(T ), isolated points being counted
infinitely often. The theorem implies that

T = D ⊕R + K

for some compact operator K and D is diagonal with eigen values λ(r). The
operators T and D have the same essential spectrum and hence

σess(T ) = σess(D) = σess(D ⊕N)

By the Wely–von Neumann theorem, D⊕N is equivalent to D and therefore,
T ⊕N is equivalent to T . This completes the proof.

In a different direction, theorem 5.2 can be used to show that the two
notions of equivalence (strong and weak) we have introduced are in fact the
same.

Proposition 5.4. Weakly equivalent extensions are equivalent.

Proof. Let τk : C(X) → U(Hk), k = 1, 2 be weakly equivalent *-monomorphisms.
Any unitary map U : H2 → H1, induces an isomorphism αu : U(H2) →
U(H1) and αuτ2 is strongly equivalent to τ2. Thus, we need to only show that
τ1 and αuτ2 are strongly equivalent. Therefore, we may assumeH1 = H = H2

without loss of generality.
If τ, τ ′ : C(X) → U(H) are weakly equivalent *-monomorphisms then

there exists an operator S such that π(S) is unitary and

(αSτ)(f) = π(S)τ(f)π(S∗) = τ ′(f).

If π(S ′) is any other unitary element in U(H) commuting with Im τ then

(αss′τ)(f) = π(S)π(S ′)τ(f)π(S ′∗)π(S∗)

= π(S)τ(f)π(S∗) = τ ′(f)

If S ′ can be chosen such that SS ′ is a compact perturbation of an unitary
then τ would be strongly equivalent to τ ′. The fact that SS ′ = U + K for
some unitary U and compact K in turn would follow from showing

ind SS ′ = 0, that is, ind S ′ = −ind S.
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We now establish the existence of the operator S ′. Let {f1, . . . , fm, . . .}
be dense in C(X) and λ = (λ1, . . . , λm, . . .) be in the joint spectrum of
(τ(f1), . . . , τ(fm), . . .). Fix operators T f1 , . . . , T fm , . . . such that π(T fm) =
τ(fm) for m = 1, 2, . . .. Apply theorem 5.2 with λ(r) = λ for all r to obtain
an orthonormal sequence ψr such that

T fm = λmI ⊕Rm + Km

where Km is compact and the decomposition of T fm is with respect to H =
M⊕M⊥,M = clso span {ψr}. Let U+ be the shift operator on M and
define

U
(n)
+ =

{
Un

+ n ≤ 0

U∗n
+ n > 0

Define the operator

S ′(n) =

{
Id on M⊥

U
(n)
+ on M

and note that S ′(n) is essentially unitary, ind S ′(n) = n. To verify that π(S ′(n))
commutes with Im τ , observe that

[S ′(n), T
fm ] = S ′(n)T

fm − T fmS ′(n)

= λmU
(n)
+ ⊕Rm − λmU

(n)
+ ⊕Rm + compact

= compact

Thus,

π(S(n))τ(fm) = π(S(n)T
fm) = π(T fmS(n)) = τ(fm)π(S(n))

Since π(S(n)) commutes with dense subset of Im τ , it follows that π(S(n))
commutes with all of Im τ and the proof is complete.

6 Splitting

Given a *-monomorphism τ : C(X) → U(H) and f ∈ C(X), write T ′ for
any operator T in L(H) such that π(T ′) = τ(f), it will be always understood
that T ′ is determined only up to simultaneous unitary equivalence modulo
the compacts. If T is in L(H) and E is a projection in L(H) then write TE

for the operator ET |EH in L(EH).

Lemma 6.1. Suppose τe : C(X) → U(H) is a *-monomorphism with τe(1) =
e 6= 1, where e is a projection in the Calkln algebra U(H).
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(a) There exists a projection E in L(H) such that π(E) = e.

(b) There exists a unital *-monomorphism τe,E : C(X) → U(EH) such
that

τe,E(f) = π(T f
E), where π(T f ) = τe(f).

(c) If F is another projection such that π(F ) = e, then [τe,E] = [τe,F ].

Proof. (a) First, if π(T ) = e then π(T − T ∗) = 0 which implies T = Re T+
compact. Thus Re T is a self adjoint lifting of e and σess(Re T ) = σ(e). We
can now perturb Re T by a compact operator so as to obtain a self adjoint
operator E such that σess(E) = σ(E) = σess(Re T ). The operator E then
would be a projection.

(b) Note, τe(1) = e implies that τe(f) = τe(1 · f · 1) = eτe(f)e, that
is, π(T f − ET fE) = 0. Thus, the map τe,E : f 7→ π(T f

E) is well defined.
Note, τe(1) = e also implies that the projection e commutes with Im τe and
therefore π(T fE−ET f ) = 0. If we decompose the operator T f with respect
to E and I − E, then the off diagonal entries are compact. Thus, the map
τe,E : f 7→ π(T f

E) is *-homomorphism.
(c) Let U and V be isometries on H such that UU∗ = EH and V V ∗ =

FH. Define τ̃e,E : C(X) → U(H) and τ̃e,F : C(X) → U(H) by

τ̃e,E(f) = π(U∗T f
EU) and τ̃e,F (f) = π(V ∗T f

F V ).

It follows that [τ̃e,E] = [τe,E] and [τ̃e,F ] = [τe,F ]. We will show that τ̃e,E is
weakly equivalent to τ̃e,F . Observe that

π(V ∗U)τ̃e,Ẽ(U∗V ) = π(V ∗U)π(U∗T f
EU)π(U∗V )

= π(V ∗UU∗T f
EUU∗V ) = π(V ∗ET f

EEV )

= π(V ∗ET fEV ) = π(V ∗FT fFV ) = τ̃e,F .

In the last but one equality, we have used the fact that E and F differ by a
compact operator. Finally note that,

U∗V V ∗U = U∗FU = U∗(E + compact)U = I + compact

and similarly, V ∗UU∗V = 1+compact. Thus, the operator V ∗U is essentially
unitary and the proof of the lemma is complete.

If Z is a separable abelian C∗-subalgebra of the Calkin algebra U(H) and
ΓZ : Z → C(X̃) is the Gelfand map,

C(X)
p∗99K C(X̃)

τ ↓ ↑ ΓZ
Im τ ↪→ Z ⊆ U(H)
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then ΓZ ◦τ is an injection of C(X) into C(X̃) and is induced by a continuous
surjection p : X̃ ³ X, that is,

Γ̃Z ◦ τ(f) = p(f)

τ(f) = Γ−1
Z p(f)

τ = p · (Γ−1
Z )

In particular, if e is an projection in U(H) commuting with Im τ and the
algebra Z = C∗[Im τ, e] then it is possible to split the extension [τ ] with
respect to certain subsets of X. In the following, we make this precise.

Since e is a projection in Z and ΓZ is the Gelfand map, it follows that
there exists a clopen subset X1 of X̃ and the characteristic function χx1 of
the set X1 maps to e under the Gelfand map ΓZ . Let X2 = X̃\X1. Thus,
X̃ = X1 t X2 is the disjoint union of the two sets X1 and X2. We claim
that the map p : X̃ → X is one to one on X1 and on X2, therefore p is
a homeomorphism on these sets. In fact, χx1 together with ΓZ(Im τ) must
separate points of X̃. However on X1, the function χx1 can not distinguish
any points, therefore all the points in X1 must be separated by ΓZ(Im τ).
But if p(x) = p(y), for any two points in X1 then they are not separated.
The fact that p is one to one on X2 follows similarly. Note that p∗ is an
injective map by construction and therefore the map p : X̃ → X must be
surjective. In particular, p(X̃1) ∪ p(X̃2) = X.

We identify X̃1 with the closed subset X1 = p(X̃1) of X and similarly, X̃2

is identified with the closed subset X2 = p(X̃2) of X such that X1∪X2 = X.
Now, if τ d

e : C(X) → U(H) is the *-homomorphism defined by, τ d
e (f) =

eτ(f) then τ d
e is not unital and

ker τ d
e = {f ∈ C(X) : f |X1 = 0}, for some closed subset X1 of X.

Define, τe to be the *-monomorphism induced by τ d
e from C(X1) '

C(X)/(ker τ d
e ) into the Calkin algebra U(H). The map τe is not unital, in

fact, τe(1) = e. By applying the preceeding lemma, we obtain the extension
[τe,E], which depends only on the class e and not on the representative E.
We now collect what we have said so far plus a little more in the following
lemma.

Lemma 6.2. If e in U(H) commutes with Im τ,Z = C∗[Im τ, e] and ΓZ :
Z → C(X̃) be the Gelfand map then

X̃ = X̃1 t X̃2, there exists a continuous surjection p : X̃ ³ X,

which is injective on both X̃1 and X̃2. If τ d
e = eτ , then C(X)/(ker τ d

e ) =
C(X1) and if τ d

1−e = (1 − e)τ , then C(X)/(ker τ d
1−e) = C(X2) where X1 =

p(X̃1) and X2 = p(X̃2).
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Proof. We have already proved the first part in the preceeding discussion.
To prove the second half, note that

0 = τ d
e (f) ⇔ 0 = eτ(f) ⇔ 0 = ΓZ(eτ(f)) ⇔

0 = χx̃1p
∗(f) ⇔ 0 = (f ◦ p)χx̃1 ⇔ 0 = f(X1)

This completes the proof of the lemma.

Hence τ d
e induces a *-monomorphism τe : C(X1) → U(H), which is not

unital, indeed τe(1) = e. However, Lemma 6.1 allows us to choose a unital
*-monomorphism τ1 = Te,E : C(X1) → U(H). Similarly, by considering the
*-homomorphism τ d

1−e : C(X) → U(H), we obtain the map τ2 = τ1−e,I−E.

Definition 6.3. Given a function f in C(X1 tX2) and extensions [τx1 ] and
[τx2 ], define the map τx1tτx2 : C(X1tX2) → U(H1)⊕U(H2) ↪→ U(H1⊕H2)
by

τx1 t τx2(f) = τx1(f |x1)⊕ τx2(f |x2).

Now, we claim that

p∗([τ1 t τ2]) = [τ ] = (ix1,x) ∗ [τ1] + (ix2,x) ∗ [τ2].

First for f in C(X),

(τ1 t τ2)(f ◦ p) = τ1(f ◦ p|x̃1)⊕ τ2(f ◦ p|x̃2)

= τ1(f ◦ ix1,x)⊕ τ2(f ◦ ix2,x)

Thus, we get
p∗([τ1 t τ2]) = (ix1,x) ∗ [τ1] + (ix2,x) ∗ [τ2].

Secondly for f in C(X),

[τ1(ix1,x)
∗ + τ2(ix2,x)

∗](f) = τ1(f ◦ ix1,x)⊕ τ2(ix2,x)⊕<X

= τ1(f |x1)⊕ τ2(f |x2)⊕<X

= eτ(f)⊕ (1− e)τ(f)⊕<X

= τ(f)⊕<X

Thus, we get
[τ ] = (ix1,x) ∗ [τ1] + (ix2,x) ∗ [τ2].

There is a rather pretty way of saying all this in metrical language. Note
that τ1(f) = ET f |EH, where π(T f ) = τ(f) and that in the matrix decompo-
sition of T f with respect to EH and (I − E)H the off diagonal entries are
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compact. For f in C(X1 tX2), we see that

(τ1 t τ2)(f) = τ1(f |x1)⊕ τ2(f |x2)

= π[ET f |EH]⊕ π[(I − E)T f |(I−E)H]

= π[ET f |EH ⊕ (I − E)T f |(I−E)H] = π(T f ) = τ(f)

What we have done is to simultaniously obtain a direct sum decomposi-
tion of the operators T f modulo the compacts.

For any two extensions [τx1 ] and [τx2 ] in Ext(X1) and Ext(X2) respectively,
define the two maps β : Ext(X1)⊕ Ext(X2) → Ext(X) by

β[[τx1 ], [τx2 ]] = (ix1,x)∗[τx1 ] + (ix2,x)∗[τx2 ]

and λ : Ext(X1)⊕ Ext(X2) → Ext(X1 tX2) by

λ[[τx1 ], [τx2 ]] = [τx1 t τx2 ].

Note that the class of τX1 t τX2 depends only on the class of τX1 and τX2 .
What we have shown above is that p∗λ = β. Now we make the following
definition.

Definition 6.4. An extension [τX ] is said to split with respect to a closed
cover {X1, X2} of X if it is in the range of β or equivalently in the range of
p∗λ.

Proposition 6.5. If {X1, X2} is a closed cover of X then the natural map
p : X1 tX2 ³ X is a continuous surjection and the operation t induces an
isomorphism λ : Ext(X1)⊕ Ext(X2) → Ext(X1 tX2).

Proof. Let χ be the characteristic function of X1 and e = p(χ). If [τ ] is an
extension in Ext(X1 tX2) then as in Lemma 6.2, we obtain two extensions
[τ1] = [τe,E] and [τ2] = [τ1−e,I−E] which depend only on the projection e
and [τ1 t τ2] = [τ ]. Define, µ : Ext(X1 t X2) → Ext(X1) ⊕ Ext(X2) by
µ([τ ]) = ([τ1], [τ2]). It is clear that λ ◦ µ = id on Ext(X1 t X2). To show
that µ ◦ λ = id on Ext(X1) ⊕ Ext(X2), let E be the projection onto H1 in
L(Hl ⊕H2) and in view of Lemma 6.1, we may use this projection to define
the map µ, if we do that then µ ◦ λ obviously the identity map.

Finally, we remark that if X is the union of two disjoint closed sets X1

and X2 then X is actually equal to X1tX2 and the map p∗ is just the identity
map. Since λ is just seen to be an isomorphism, it follows that p∗ ◦ λ is an
isomorphism, in other words, every extension in such a space splits.
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7 Uniqueness of the Trivial Class

The main goal in this section is to show that Ext(X) is an abelian semigroup
with an identity for any compact metric space X, the fact that Ext(X) is a
group will be established much later.

First note that if T1 and T2 are two essentially normal operators with
fixed essential spectrum X then T = T1 ⊕ T2 is also essentially normal with
essential spectrum equal to X and the class of T depends only on those of
T1 and T2. Thus, for X ⊆ C, we may define addition in Ext(X) by

[T1] + [T2] = [T1 ⊕ T2]

If τ1 and τ2 are the unital *-monomorphisms corresponding to the operators
T1 and T2 then we have defined the sum τ1 + τ2 by the functional calculus
for T1 ⊕ T2

(τ1 + τ2)(f) = f(π(T1 ⊕ T2)).

However, if ρ is the map determined by the diagram

L(H1)⊕ L(H2) ↪→ L(H1 ⊕H2)

π ⊕ π ↓ ↓ π

U(H1)⊕ U(H2) 99K U(H1 ⊕H2)

then

(τ1 + τ2)(f) = f(π(T1 ⊕ T2)) = ρ(f(π(T1))⊕ f(π(T2))) = ρ(τ1(f)⊕ τ2(f)).

For any compact metrizable space X, we define the sum τ1+τ2 by the formula

(τ1 + τ2)(f) = ρ(τ1(f)⊕ τ2(f)), for f in C(X).

Now τ1 + τ2 is a unital *-monomorphism form C(X) into U(H1) ⊕ U(H2),
however and we can think of U(H1)⊕U(H2) as a sub algebra of U(H1⊕H2).
We also note that the class [τ1+τ2] depends only on the class of τ1 and τ2 and
is therefore well defined as an element of Ext(X). The sum we have defined
in Ext(X), obviously makes it into an abelian semigroup.

What would be the identity element in Ext(X)? Again, we examine an
essentially normal operator to answer this question. If an essentially normal
operator N with essential spectrum σess(N) = X is in the class N + C then
the absorption lemma implies that for any essentially normal operator T with
σess(T ) = X, the operator T ⊕ N is equivalent to T . Thus for X ⊆ C and
any operator N in N ⊕ C we have,

[T ] = [T ⊕N ] = [T ] + [N ].
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This amounts to saying that the class [N ], N in N +C acts as the identity
in Ext(X), for this reason, operators in N ⊕C will be called trivial. For X ⊆
C, the Weyl–von Neumann theorem states that the class of any such operator
must be uniquely determined. As we have pointed out, we can compactly
perturb normal operator N to obtain N ′ such that σ(N ′) = X = σess(N

′). If
<x is the associated unital *-monomorphism, <x : C(X) → U(H) then the
diagram

L(H)

¢
¢̧<0 π

?
<x : C(X) → U(H)

is commutative, where <0 is defined by <0(f) = f(N ′).

Definition 7.1. For any compact metrizable space X, a unital *-monomorphism
< : C(X) → U(H) is trivial if we can find a unital *-monomorphism <0 :
C(X) → L(H) such that < = π ◦ <0. We say that <0 trivializes < and that
< lifts to L(H).

We next show that the class [τ ] of a trivial element in Ext(X) is uniquely
determined. This is a generalisation of the Weyl–von Neumann Theorem.
But, we will first need a lemma on projections.

Lemma 7.2. If U is an abelian C∗-algebra generated by countably many
projections then the maximal ideal space M of U Is totally disconnected,
that is M has a basis of Clopen sets. Moreover, U has a single self adjoint
generator.

Proof. Let en be the projections generating the algebra U . There exists
Clopen sets Un such that ΓU(en) = χUn , where ΓU is the Gelfand map. The
Un’s separate points since the en’s generate the algebra U . Consider the map

γ : M→ {0, 1}N, γ(x) = (χUn(x)).

Then, γ is a homeomorphism onto a compact subset of {0, 1}N . The map

ϕ : {0, 1}N → [0, 1], ϕ(an) =
∞∑
0

2

3n
an

is a one to one map of {0, 1}N onto the Cantor set. The map h = ϕ ◦ γ is
one to one and by Stone–Weirstrass theorem, the C∗-algebra generated by h
is isomorphic to C(M) and the proof is complete.
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The following theorem establishing the unity of the trivial element is a
generalisation of the Weyl–von Neumann theorem.

Theorem 7.3. If X is a compact metric space then there exists a trivial
extension <x in Ext(X). Any two trivial extensions are equivalent.

Proof. Let {xn} be a dense set in X, where each isolated point xn is counted
infinitely often. Take H = `2(N) and define <x : C(X) → U(H) by

<x(f) = π[diag(f(xn))],

where, diag(f(xn)) is the diagonal operator with respect to the standard
orthonormal basis in `2(N). The map <x is obviously a *-homomorphism
that factors through π. If <x(f) = 0 then diag(f(xn)) is compact. Therefore,
f(xn) → 0 and it follows that f ≡ 0. Thus, <x is a *-monomorphism.

We next show that any two *-monomorphism of this type are equiva-
lent. Let <′X be a *-monomorphism corresponding to another such sequence
{yn}. It is easy to show that there exists a permutation ν of N such that
d(xn, yν(n)) → 0 where, d is the metric on X. Let U be the unitary operator,
which sends en to eν(n). We have,

U(diag(f(xn)))en = f(xn)eν(n)

(diag(f(yn))Uen = f(yν(n))eν(n),

which implies

Udiag(f(xn))− diag(f(yn))U = diag(f(xn)− f(yν(n))) = compact.

Therefore, <X and <′X are equivalent.
Finally, we show that any trivial map is equivalent to the one we have

described. If < : C(X) → U(H) is trivial then there is a trivializing map
<0 : C(X) → L(H) such that π ◦ <0 = <.

Let E be the spectral measure on X such that

<(f) =

∫
f dE.

If Un is a basis of open sets in X and Z0 is the C∗-algebra generated by
E(Un) then by the preceeding lemma, Z0 has a single self adjoint generator
H. Let ΓZ0 : Z0 → C(X̃0) be the Gelfand map, where, X̃0 = σ(H).

Let ε > 0 and f be a continuous function on X. There exists a finite
number of Un covering X such that

|f(x)− f(x′)| < ε, if x, x′ are in Un
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Fix xn in Un and note that

‖f −
∑

f(xn)χUn‖ < ε.

It follows that Im<0 ⊆ Z0 and that the map ΓZ0<0 : C(X) → C(X̃0) is
injective, therefore, it is induced by a surjection

p0 : X̃0 → X,

p∗0 : C(X) 99K C(X̃0)

<0 ↓ ↑ ΓZ0

Im<0 ↪→ Z0 ⊆ L(H)

Thus, ΓZ0<0 = p∗0 : C(X) → C(X̃0) is given by

<0(f) = Γ−1
Z0

p∗0(f) = Γ−1
Z0

(f ◦ p0) = f ◦ p0(H).

However, by Weyl’s theorem, there exists a diagonal operator D with
σess(D) = σess(H) such that H−D is compact. We may further assume that
σ(D) = σess(D) = X̃0. Since π(f ◦ p0) = (f ◦ p0)(π(D)), it follows that

<0(f) = f ◦ p0(H) = f ◦ p0(D + K) = f ◦ p0(D) + Kf .

If D = diag(λn) then {λn} is dense in X̃0 and consequently, {xn = p0(λn)}
is dense in X. Moreover,

<(f) = π<0(f) = π(f ◦ p0(D)) = πdiag(f(xn))

for all f in C(X). Therefore, <0 arises as above from the sequence {xn}.
This completes the proof.

The proof of the following corollary is contained in that of the theorem.
The converse statement will be proved later.

Corollary 7.4. The image of a trivial map is contained in a C∗-algebra
generated by projections.

8 Identity for Ext(X)

We have seen that the class of a trivial map

L(H)

¢
¢̧<0 π

?
< : C(X) → U(H)

is uniquely determined. We now show that the class [<] acts as the ideality
in the abelian semi group Ext(X).
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Theorem 8.1. If [τ ] is any extension in Ext(X) and < : C(X) → U(H) is
trivial then [τ ] + [<] = [τ ].

Proof. Let {Xr} be a countable dense set in X and λ
(r)
m = fm(xr). If {fm}

is dense in C(X) and T fm in L(H) is chosen such that π(T fm) = τ(fm) then
T fm is essentially normal,

[T fm , [T fn ]∗] ∈ C(H) for all m,n and

λ(r) = {λ(r)
m = fm(xr)|m ≥ 1} ∈ σess(T

fm)m≥1.

Let M = Clos Span{ψr} as in Lemma 5.2, E = PM be the projection onto
M and obtain the decomposition

T fm =

[
Dm 0
0 Rm

]
+ Km, Km ∈ C(H) · · · · · · · · · (∗)

as in that lemma. Since (*) holds for a dense set it follows that for any f in
C(X) and T f in L(H) satisfying π(T f ) = τ(f) we have

T f =

[
Sf 0
0 Rf

]
+ Kf , Kf ∈ C(H)

The fact that Sf and Rf are determined upto a compact operator implies
the maps

τ1 : f → Sf and τ2 : f → Rf .

are well defined. The off diagonal entries in T f are compact therefore, both
τ1 and τ2 are homomorphisms. Furthermore, in obtaining the decomposition
(*) by using the λ(r) twice in succession, the operator Rm itself can be written
as Rm = Dm ⊕R′

m.
In particular,

σess(Rm) = σess(T
fm) = σess(Dm).

Therefore,
π(Rm) = π(T fm) = ‖fm‖∞

and similarly
‖π(Dm)‖ = ‖π(T fm)‖ = ‖fm‖

Both the maps τ1 and τ2 are thus *-monomorphisms.
If <0 : X → L(H) is the *-monomorphism f → diagf(xr) then τ1 and

π ◦ <0 agree on a dense set therefore, τ1 = π ◦ <0 = < is the trivial map.
Since τ = τ1 + τ2 by construction it follows that

τ + < = τ1 + τ2 + < = <+ τ2 + < = τ2 + < = τ1 + τ2 = τ

This completes the proof.
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If < : C(X) → U(H) is trivial with trivializing map <0 : C(X) →
L(H) then for any invertible f in C(X), τ(f) is invertible and ind (τ(f)) =
ind<0(f) = 0.

Since τ0(f) is a normal operator. Let π1(X) be the first cohomotopy
group of X. Define the map γX : Ext(X) → Hom(π1(X),U) by

(γX [τ ])([f ]) = ind τ(f).

The map γX is well defined. The relation

ind τ(fg) = ind τ(f)τ(g) = ind τ(f) + ind τ(g)

shows that γX [τ ] : π1(X) → U is a homomorphism.
Finally,

ind(τ1 + τ2)(f) = ind (τ1(f)⊕ τ2(f)) = ind τ1(f) + ind τ2(f)

Shows that γX is a homomorphism. We ask, whether γX is injective.
An affirmative answer will characterize the trivial maps. In 1972, Brown,
Douglas and Fillmore showed that for X a compact subset of the complex
plane C, the map γX is, in fact, injective.

Corollary 8.2. Ext is a covariant function from compact metrizable spaces
to abelian semigroups.

Proof. Given a continuous function p : X → Y and an extension τ : C(X) →
U(H), we may define p∗τ in a natural way by

(p∗τ)(f) = τ(f ◦ p), f ∈ C(Y )

The map, p∗τ : C(Y ) → U(H) is easily seen to be a *-homomorphism,
which is injective if p is surjective. In general the kernel of this map may be
non-trivial. To eliminate this kernel and obtain a *-monomorphism, define

(p∗τ)(f) = τ(p ◦ f) + <Y (f),

<Y : C(Y ) → U(H) is any trivial map. However, while p∗τ is not well
defined, it determines a well defined map p∗ : Ext(X) → Ext(Y ) by

p∗([τ ]) = [p∗τ ],

where we have used a fixed but arbitrary trivial map in defining p∗τ . Since
p∗τ and p∗τ ′ are equivalent if and only if τ and τ ′ are equivalent, it follows
that the map, p∗ : Ext(X) → Ext(Y ) is well defined. If p is surjective then
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τ ◦p∗ is a *-monomorphism, by the preceeding theorem τ ◦p∗ and τ ◦p∗+<Y

determine the same class in Ext(Y ). Clearly, p∗ preserves the semigroup
structure,

(id|x) = id|Ext(X)

and for any q : Y → Z continuous

(qp)∗ = q∗p∗

Thus, Ext is a covariant function. This completes the proof.

It was shown in the proof of the Theorem 8.2 that if τ is a trivial map
then Im τ is contained in an abelian C∗-algebra generated by projections. The
following theorem establishing the converse leads naturally to the concept of
splitting.

Theorem 8.3. If τ : C(X) → U(H) is a *-monomorphism with Im τ con-
tained in a abelian C∗-algebra Z generated by countable projections then τ is
trivial.

Proof. The abelian C∗-algebren Z generated by countable projections is *-
isomorphic to C(X̃), for X̃ a subset of R. If ΓZ : Z → C(X̃) is the *-
isomorphism,

C(X)
p∗→ C(X̃)

τ ↓ ↑ ΓZ
Im τ ↪→ Z ⊆ U(H)

then ΓZ ◦ τ is injective and is induced by a subjective continuous map, p :
X̃ → X.

Thus,
ΓZ ◦ τ = p∗ or τ = Γ−1

Z ◦ p∗ = p∗(Γ−1
Z ).

But Γ−1
Z is trivial since X̃ is a subset of R therefore, τ is also trivial.

Chapter 3: The Mayer–Vietrois Sequence

9 First Splitting Lemma

In this section, we prove the first splitting lemma which is the first step in
the iterated splitting argument.
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Proposition 9.1. Let X and Y be compact metrizable spaces and q : X → Y
be a continuous surjection. Let [τ ] in Ext(X) be any extension such that
[<] = q∗[τ ] is trivial in Ext(Y ) and let <0 be the trivializing map. The map
<0 : C(Y ) → L(H) is induced by a spectral measure E on Y , that is,

<0(f) =

∫
f dE

if C is any closed subset of Y such that q|q−1(∂C) is one–one then the projec-
tion π(E(C)) commutes with Im τ .

Proof. If f is any continuous function on X then f ◦ q−1 is well defined and
continuous on ∂C, hence extends to a continuous function f1 on all of Y .
The function g = f − f1 ◦ q is continuous on X and vanishes on q−1(∂C).
There exists a continuous function G on X vanishing in a neighbourhood of
q−1(∂C) such that ‖g −G‖ < ε, where ε > 0 is arbitrary. Any such function
G is a sum of two functions f2 and f3 such that Suppf2 ⊆ q−1(int C) and
Suppf3 ⊆ q−1(Y \C). Hence, any function f in C(X) can be approximated
by a function of the form f1 ◦ q + f2 + f3. Therefore, it is enough to check
that the projection e = π(E(C)) commutes with each of

τ(f1 ◦ q), τ(f2) and τ(f3).

Note that,

< = (τq∗)(f1) = τ(f1 ◦ q) = π

∫
f1 dE,

and hence

π(E(C))τ(f1 ◦ q) = π(E(C)

∫
f1 dE)

= π

∫
χCf1 dE = τ(f1 ◦ q)π(E(C)).

Since the set K = suppf2 is a compact subset of X, it follows that we can find
a continuous function h on Y , which is one on q(K) and supp h is contained
in int C. Further,

f2 = f2(h ◦ q) = (h ◦ q)f2,

and hence

π(E(C))τ(f2) = π(E(C))τ((h ◦ q)f2)

= π(E(C))τ((h ◦ q)τ(f2))

= π(E(C)

∫
h dE)τ(f2)
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= π(

∫
χCh dE)τ(f2)

= π(

∫
h dE)τ(f2)

= τ((h ◦ q)f2) = τ(f2)

Similarly,
τ(f2)π(E(C)) = τ(f2).

The proof that τ(f3) commutes with π(E(C)) is identical and the proof of
the theorem is complete.

Remark 9.2. If f is any continuous function on X such that f ◦ q−1(C) = 0
then suppf ⊆ q−1(int C) and as in the proof of the theorem,

τ(f) = π(E(C))τ(f),

that is, the function f is in ker τ d
1−e, where the projection e = π(E(C)). If

X̃ = X1 ∪X2 is the maximal ideal space of the C∗-algebra Z generated by
Im τ and e then X1 ⊆ q−1(C). Similarly, if f is any continuous function
vanishing on q−1(Y \int C) then f is in ker τ d

e and X2 ⊆ q−1(Y \int C).

Lemma 9.3. (First Splitting Lemma). If X = A ∪ B with A ∩ B = {x0}
then β : Ext(A)⊕ Ext(B) → Ext(X) is an isomorphism.

Proof. Define a continuous function q : X → [−1, 1] by

q(x) =

{
d(x0, x)/(d(x0, x) + d(x, a)) x ∈ A

−d(x0, x)/(d(x0, x) + d(x, b)) x ∈ B

where a in A\{x0} is arbitrary and b in B\{x0} is arbitrary. Let C be the
closed interval [0, 1]. If [τ ] is any extension in Ext(X) then q∗([τ ]) is trivial
and π(E(C)) commutes with Im τ , thus, [τ ] splits into [τ1] and [τ2] with
respect to some closed cover {X1, X2} of X, that is,

[τ ] = i1∗[τ1] + i2[τ2],

where ik : Xk → X, k = 1, 2 is the inclusion map. However, as pointed out
in the preceeding remark

X1 ⊆ q−1(Y \int C) ⊆ B

X2 ⊆ q−1(C) = A.
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Since i1 = iB,X ◦ ix1,B and i2 = iA,X ◦ iX2,A, it follows that

[τ ] = (iB,X)∗((iX1,B)∗[τ1]) + (iA,X)∗((iX2,A)∗[τ2])

= (iB,X)∗[τ ′1] + (iA,X)∗[τ ′2]

Therefore, β is surjective.
The map r : X → A,

r(x) =

{
x x ∈ A

x0 x ∈ B.

is a retraction of X onto A and let s : X → B be a similar retraction of X
onto B. Note that,

((r∗, s∗)β)([τ1], [τ2])

= (r∗i1∗[τ1] + r∗i2∗[τ1], β∗i1∗[τ1] + s∗i2∗[τ2]).

But r∗i1∗[τ1] = (r ◦ i1)∗[τ1] = [τ1] and r∗i2∗[τ2] is trivial.
Similarly, s∗i1∗[τ1] is trivial and s∗i2∗[τ2] = [τ2]. Therefore, (r∗, i∗)β =

id|Ext(A)⊕Ext(B)
and β is injective.

10 If X/A is Totally Disconnected then (iA,X)∗ is Sur-
jective

Lemma 10.1. If A is a closed subset of a compact metrizable space X such
that X/A is totally disconnected then

(a) X\A can be written as the disjoint union of clopen sets such that diam
Xn → 0,

(b) the function r : X → A defined by r|A = id and r(x) = an for all x in
Xn, where an in ∂A is chosen such that dist(an, Xn) = dist(∂A, Xn), is
a retraction.

Proof. Recall that a totally disconnected metric space has a basis of clopen
sets. Let q : X → X/A be the quotient map and {Un : n ≥ 1} be a
decreasing neighbourhood basis of q(A) consisting of clopen sets Un in X/A.
The set q−1(U c

n) is homeomorphic to U c
n. Since U c

n is a clopen set in a totally
disconnected space, it follows that, U c

n is itself is totally disconnected and
hence so is q−1(U c

n). Therefore, there exists a finite cover of q−1(U c
n) by

clopen sets Fn,k, 1 ≤ k ≤ mn, which can be chosen to have the additional
properties
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(i) diam Fn,k ≤ 1/n for all k

(ii) Fn,k ∩ Fn,k′ = ∅ for k 6= k′

Any enumeration {Xn} of {Fn,k : n ≥ 1, 1 ≤ k ≤ mn} would satisfy (a).
Since dist(Xn, A) → 0, its follows that the map r in (b) is continuous and
the proof of the lemma is complete.

Lemma 10.2. Let T ∈ L(H) be self adjoint and Fn be orthogonal projections,
F =

∑∞
n=1 Fn. If there exist scalars λn such that TFn − λnFn is compact for

all n then there exist projections F ′
n ⊆ Fn such that Fn − F ′

n is of finite rank
and

(i) T = ⊕Tn + K, K compact.

(ii) Tn = λnI+Kn, Kn compact for n ≥ 1 with respect to the decomposition
H = ⊕n≥0F

′
nH, where F ′

0 = I − ∑∞
1 F ′

n. In fact, if T (m) is any
commuting family of self adjoint operators such that T (m)Fn−λn(m)Fn

is compact for all m,n then (a) and (b) hold simultaneously for all m.

Proof. If TFn − λnFn is compact then TFn − FnT and FnTFn − λnFn are
also compact. Note that,

‖[T, F (k)
n ]‖ = ‖TF (k)

n − F (k)
n T‖

= ‖TFnF (k)
n − F (k)

n FnT‖
= ‖TFnF (k)

n + FnTF (k)
n + ‖F (k)

n TFn − FnTF (k)
n

−F (k)
n TFn − F (k)

n FnT‖
≤ ‖[T, Fn]F (k)

n ‖+ ‖FnTF (k)
n − F (k)

n TFn‖+ ‖F (k)
n [T, Fn]‖

and

FnTF (k)
n − F (k)

n TFn = FnTFnF
(k)
n − F (k)

n FnTFn

= [FnTFn, F
(k)
n ]

= [λnFn + K, F ′
n]

= [K,F (k)
n ],

Now, if F
(k)
n is any projection such that F

(k)
n ⊆ Fn and F

(k)
n → 0 strongly

then ‖[T, F
(k)
n ]‖ → 0 as k →∞. Therefore, there exists projections F ′

n ⊆ Fn

of finite codimension such that ‖[T, F ′
n]‖ ≤ 1/n2. Consider the matrix of the

operator T with respect to the decomposition,

H = ⊕n≥0F
′
nH, F ′

0 = 1−
∑
n≥1

F ′
n.
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All entries above the diagonal are compact, since

F ′
kTF ′

n = F ′
k[T, F ′

n]F ′
n for all n > k ≥ 0,

and similarly all entries below the diagonal are also compact. We have
‖F ′

kTFn‖ < 1/n2, k 6= n and hence the operator formed by these entries
is compact. Therefore,

T = ⊕n≥0Tn + compact,

where Tn = F ′
nT |F ′nH. Moreover,

Tn = IFnH + compact, for n ≥ 1.

If T (m) is commuting family of self adjoint operators satisfying the hy-
pothesis of the lemma then

‖[T (m), F (k)
n ] → 0 as k →∞, for all m,n.

Hence for each n, there exists a projection F ′
n of finite codimension in Fn

such that
‖[T (m), F ′

n]‖ ≤ 1/n2 for all m ≤ n.

In the decomposition of T (m) all entries above the diagonal are compact.
The difference is that, except for a finite number of entries with n < m, we
have

‖[F ′
kT (m)F ′

n‖ ≤ 1/n2 for all m ≤ n.

However, the operator formed by the entries above the diagonal is still com-
pact. Since T (m) is self adjoint the operator formed by entries below the
diagonal is also compact. The proof in this case is completed as before.

Remark 10.3. If T = λI+ compact, is any self adjoint operator with σess(T ) =
λ and χε is the characteristic function χ[λ−ε,λ+ε] then

(a) χε(T ) = I− compact.

(b) χε(T )H is a reducing subspace for T .

(c) T = λχε(T ) + K + T (I − χε(T )), where K is compact and ‖K‖ < ε.

Remark 10.4. If {en} is a family of commuting projections in the Calkin
algebra U(H), then there exist orthogonal projection Fn on H such that
π(En) = en. To see this, note that the C∗-algebra generated by the family
{en} is isomorphic to C(X), where X is totally disconnected. The inverse of
the Gelfand map Γ−1 is a *-monomorphism, which must be trivial since X is
totally disconnected. Let Γ0 be the trivializing map. If En = Γ0Γ(en) then
En’s are orthogonal projections and π(En) = en.
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Theorem 10.5. If A is a closed subset of X such that X/A is totally dis-
connected then the map i∗ : Ext(A) → Ext(X) induced by the inclusion map
i : A → X is an isomorphism.

Proof. Let X1, . . . , Xn, . . . be the clopen sets and r : X → A be the retraction
of Lemma 10.1. Since r is a retraction, r ◦ i = id|A, and it follows that r∗i∗ =
id|Ext(A)

. We will show that i∗r∗ = id|Ext(X)
. Fix a *-monomorphism τ :

C(X) → U(H). We claim that there exist mutually orthogonal projections
En such that π(En) = τ(χn), where χn is the characteristic function of χn

and

(1) τ(g ◦ r) = τ(g ◦ r)π(E0) + π(
∑∞

n=1 g(an)En) for all g ∈ C(A).

(2) τ ′ : g → τ(g ◦ r)π(E0) is a *-monomorphism, where E0 = I −
∞∑

n=1

En.

To establish (1), it is enough to find projections En such that (1) holds
for a sequence {gm} dense in CR(A). Choose self adjoint operators Hgm such
that π(Hgm) = τ(gm ◦ r). Since τ(χn) is a family of commuting projections
in U(H), it follows by Remark 10.4 – that there exist mutually orthogonal
projections Fn such that π(Fn) = τ(χn). Note that

π(HgmFn − gm(an)Fn) = τ((gm ◦ r)χn − gm(an)χn) = 0,

so that Hg
mFn − gm(an)Fn is compact for all m,n and Lemma 10.2 applies.

We have,
Hgm = ⊕n≥0H

gm
n + Km, Km compact,

where Hgm
n = F ′

nHgm |F ′nH and

Hgm
n = gm(an)In + Kmn, Kmn compact,

where In is the identity on F ′
nH.

Now, apply Remark 10.3 to obtain projection F
(m)
n of finite codimension

in F ′
n such that

Hgm
n = gm(an)F (m)

n + K(m)
n + Hgm

n (I − F (m)
n )

with K
(m)
n compact and ‖K(m)

n ‖ → 0 as n → ∞. For each n, let F ′′
n be the

projection on the intersection of the ranges of F
(1)
n , . . . , F

(n)
n . Then F ′′

n is of
finite dimension in Fn and

Hgm = H ′
m ⊕ gm(an)F ′′

n + compact, n ≥ 1
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with respect to the decomposition H = (I −∑
n≥1 F ′′

n )H ⊕∑
n≥1 F ′′

nH. Fi-
nally, let En be any projection of codimension 1 in F ′′

n and E0 = I−∑
n≥1 En.

Then π(En) = τ(Xn) for n ≥ 1 and (1) is satisfied for all gm in CR(A) and
hence for all g in C(A).

To see that (2) is satisfied, observe first that τ(g ◦ r) commutes with
π(E0) for g = gm by construction and hence for all g. Therefore τ ′ is a
*-homomorphism. The final dropping down from F ′′

n to En implies that the
spectrum of τ(gm◦r)π(E0) contains the cluster points of {gm(an)}, and hence
that

limn→∞|gm(an)| ≤ ‖τ(gm ◦ r)π(E0)‖.
It follows that this relation holds for all real g. Let k ∈ ker τ ′ be real

valued. Then k(an) → 0, so f =
∑

k(an)χn and h = k◦r−f are continuous.
But h = 0 outside A, so h = 0 on ∂A. Since f = 0 on ∂A it follows that k
vanishes there and k(an) = 0 for all n. Then from (1) it follows that k = 0.

To complete the proof, define µ : C(X) → L(I − E0)H as follows. The
decomposition f = (f − f ◦ r) + f shows that C(X) is the linear direct sum
of the ideal S(A) of functions vanishing on A and the subalgebra r∗C(A).
Since Xn is totally disconnected, there exist µn : C(Xn) → L(EnH) such that
τ |C(Xn) = πµn. Let µ1 =

∑
µn. Define the map µ0 : r∗C(A) → L(I − E0)H

by

µ0(g ◦ r) =
∑
n≥1

g(an)En.

Let µ(f) = µ1(f − f ◦ r) + µ0(f ◦ r). Note that,

π(0 + µ1) = τ |S(A),

where 0 is the zero map into L(E0H). This map is *-linear; in order that it
be a homomorphism, it is necessary and sufficient that

µ1((g ◦ r)f) = µ2(g ◦ r)µ1(f)

for all f in S(A), g ∈ C(A). For f in S(A), the expansion f =
∑

fχn

converges in norm, so by linearity and continuity it is enough to verify this
relation for f ’s satisfying

∑
fχn = f . Then (g ◦ r)f = g(an)f , So

µ1((g ◦ r)f) = g(an)µ1(f);

on the other hand, µ1(f) = µ1(f)µ1(χn) = µ1(f)En. So

µ(g ◦ r)µ1(f) = µ0(g ◦ r)Enµ1(f)

= f(an)Enµ1(f) = g(an)µ1(f).
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We now show that τ is equivalent to τ ◦ r∗ ◦ i∗ + µ, that is,

τ(f) ∼ τ(f ◦ r)⊕ πµ(f).

The claims (1) and (2) imply that r∗[τ ] is equivalent to [τ ′]. If U : H → E0H
implements this equivalence, then U⊕I : H⊕(I−E0)H → E0H⊕(I−E0)H
converts the relation τ(f) ∼ τ(f ◦ r)⊕ πµ(f), which is equivalent to

τ(f) ∼ 0⊕ πµ1(f), f ∈ S(A)

τ(g ◦ r) ∼ τ(g ◦ r)⊕ πµ0(g ◦ r), g ∈ C(A)

into
τ(f) ∼ 0⊕ πµ1(f), f ∈ S(A)

τ(f) ∼ τ(g ◦ r)π(E0)⊕ πµ0(g ◦ r), g ∈ C(A).

The last relations are equalities and the proof is complete.

11 Ext(A) → Ext(X) → Ext(X/A) is Exact

In this section, we would prove the following theorem.

Theorem 11.1. If A is a closed subset of X, then

Ext(A)
i∗→ Ext(X)

q∗→ Ext(X/A)

is exact, where i : X → A is the inclusion map and q : X → X/A is the
quotient map.

Note that, q ◦ i is a constant map and hence (q ◦ f)∗([τA]) is always
trivial. Therefore, im i∗ ⊆ ker q∗ and the other inclusion is a consequence
of the following Proposition, where we add enough projections to Im τ and
obtain the C∗-algebra Z such that part of it’s maximal ideal space is totally
disconnected. Thus, we are able to apply Theorem 10.5.

Let q : X → Y be a continuous surjection, B be a closed subset of Y such
that q|q−1(Y \B) is injective and let A = q−1(B) ⊆ X. We have,

A
i

↪→ X

q′ ↑ q ↑
B

j
↪→ Y

where q′ = q|A and i, j are the inclusion maps.
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Proposition 11.2. ker q∗ ⊆ i∗(ker q′∗).

Proof. Let τ : C(X) → U(H) be any *-monomorphism such that [τ ] is in
ker q∗, that is, < = q∗([τ ]) is trivial, so that

<(g) = τ(g ◦ q) = π

∫

Y

g dE, g ∈ C(Y )

for some projection valued measure E on Y . Let {Un} be a basis of open sets
for X\A such that clUn is disjoint from A for all n and let Cn = q(cl Un). If
Z is the C∗-algebra generated by Im τ and all projections en = πEn, where
En = E(Cn), then Z is commutative by Theorem 9.1. Thus, we have

C(Y )
q∗→ C(X)

p∗→ C(X̃)

τ ↓ ↑ ΓZ
Im τ ↪→ Z ⊆ U(H)

where the map p∗ is induced by a continuous surjection p : X̄ → X and ΓZ is
the Gelfand map such that p∗([τ̃ ]) = [τ ], where τ̃ = Γ−1

Z . Let Ã = p−1(A) ⊆
X̃. We claim that

(1) p is homeomorphism on Ã.

(2) X̃\Ã is totally disconnected.

For any arbitrary but fixed x̃ in X̃, if x = p(x̃) /∈ cl Un then y = g◦p(x̃) /∈ Cn.
There exists a function g ∈ C(Y ) with g(y) = 1 and g = 0 on Cn and
therefore,

<(g)en = π

∫
gχCn dEn = 0.

On the other hand, if τ̃(χn) = en, where χn is the characteristic function of
C̃n ⊆ X̃ then we have

0 = (ΓZ(<(g))en)(x̃) = ((g ◦ q ◦ p)χn)(x̃) = g(y)χn(x̃) = χn(x̃),

which implies that χn(x̃) = 0.
In particular, if x̃ ∈ Ã then χn(x̃) = 0 for all n. Since Z is generated by

the projections en and Im τ , it follows that Im τ must separate points of X̃,
which completes the proof of (1).

Proof of (2) is similar. Let x̃ in X̃ be such that p(x̃) is in Un, qp(x̃) =
y ∈ int Cn ⊆ Cn. There exists a continuous function g on Y with g(y) = 1
and supp g contained in Cn. Since g = gχCn , we have

en<(g) = [πE(Cn)][π

∫
g dE]

= π

∫
gχCn dE = π

∫
g dE = <(g),
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which implies
ΓZ((1− en)<(g))(x̃) = 0.

But, ΓZ(<(g))(x̃) = g(y) and hence χn(x̃) = 1. Thus, p(x̃) ∈ Un implies
that x̃ ∈ C̃n, that is, p−1(Un) ⊆ C̃n. Let x̃1, x̃2 be any two points in X̃\Ã
such that p(x̃1) 6= p(x̃2). Since the Un’s form a basis for X\A, it follows that
p(x̃1) ∈ Un and p(x̃2) /∈ cl Un for some n. So, there exists en such that

(ΓZ(en))(x̃1) = 1 and (ΓZ(en))(x̃2) = 0,

that is, there exists a clopen set C̃n such that x̃1 ∈ C̃n and x̃2 /∈ C̃n and
hence x̃1 and x̃2 are distinguished by a clopen set. If p(x̃1) = p(x̃2) then

ΓZ(τ(f)) = f ◦ p

and Im τ can not distinguish these two points so that either they are sep-
arated by a clopen set or they are equal. We have shown that X̃\Ã has a
basis of consisting of clopen sets and hence it is totally disconnected. The
quotient space X̃/Ã is obtained by identifying Ã to a single point is also
totally disconnected. This completes the proof of (2).

Recall that if is ĩ : Ã → X̃ is the inclusion map then ĩ∗ is a surjection
by Theorem 10.5. Since the map p : X̃ → X is a homeomorphism on Ã, it
follows that (̃i◦ (p|Ã)−1)∗ is also surjective. Therefore, [τ̃ ] = (̃i◦ (p|Ã)−1)∗[τ ′],
for some [τ ′] in Ext(A). Since p∗([τ̃ ]) = [τ ], it follows that

[τ ] = p∗([τ̃ ]) = (p∗ĩ∗(p|Ã)−1
∗ )[τ ′] = (iA,x)∗[τ ′],

where iA,x = p ◦ ĩ ◦ (p|Ã)−1 : A → X is the inclusion map. To complete the
proof of the Proposition, we have to show that q′∗([τ

′]) = 0.
If Z ′ is the commutative C∗-algebra generated by Im q∗[τ ] ⊆ Im τ and the

projections en then Z ′ is isomorphic to C(Ỹ ). We obtain the commutative
diagram

X̃
q̃

- Ỹ

↓ p p̃ ↓
k X

q

- Y l

A
A

A
A

A
AK

A
A

AK
¢
¢
¢
¢
¢
¢̧

¢
¢
¢̧
i j

A
q′

- B

where k = ĩ ◦ (p|Ã)−1, ` = j̃ ◦ (p|B̃)−1 and note that q̃ ◦ k = ` ◦ q′. However,
q̃∗k∗([τ ′]) is trivial, since Z ′ is contained in the algebra generated by the

43



projections en so (` ◦ q′)∗[τ ′] is also trivial. We can again show that the map
p̃ is a homeomorphism on p̃−1(B) and that Ỹ \p̃−1(B) is totally disconnected.
We apply Theorem 10.5 one more time to infer that q′∗[τ

′] is trivial. The proof
is complete.

12 Mayer–Vietoris Sequence

Let X1 and X2 be closed subsets of X such that X1 ∪ X2 = X and let
A = X1 ∩ X2, Ext1(A) be the group of invertible elements in Ext(A) and
ik : A → Xk, jk : Xk → X for k = 1, 2 be inclusion maps. Define the map
α : Ext1(A) → Ext(X1)⊕ Ext(X2) by

α([τA]) = [i1∗([τA]), i2∗(−[τA])].

Theorem 12.1. (Mayer–Vietoris). The sequence

Ext1(A)
α→ Ext(X1)⊕ Ext(X2)

β→ Ext(X)

is exact, that is, Im α = ker β.

Proof. We have the commutative diagram

X1 tX2
q→ X

j ↑ ↑ i

A t A
q′→ A

where i, j are inclusion maps. If β([τ1], [τ2]) = 0 then

q∗([τ1] t [τ2]) = β([τ1], [τ2]) = 0.

Proposition 11.2 guarantees the existence of [τAtA] in Ext(A t A) such
that

j∗[τAtA] = [τ1] t [τ2] and q′∗[τAtA] = 0

Since τAtA is in Ext(A t A), it follows that

τAtA = τ ′1 t τ ′′2 for some [τ ′A] t [τ ′′A] in Ext(A).

Note that,

0 = q′∗(τAtA) = q′∗([τ
′
A] ∪ [τ ′′A]) = [τ ′A] + [τ ′′A].

So, [τ ′A] and [τ ′′A] are invertible and −[τ ′A] = [τ ′′A].
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For f in C(X1 tX2), we have

τ ′Ai∗1(f |X1) ⊕ <X1(f |X1) + τ ′′Ai∗1(f |X1)⊕<X2(f |X2)

= τ ′A(f |A) + τ ′′A(f |A) + <X1(f |X1) + <X2(f |X2)

= τ ′A(f |A) + τ ′′A(f |A) + <X1tX2(f).

It follows that
i1∗[τ ′A] t i2∗[τ ′′A] = j∗([τ ′A] t [τ ′′A]).

However, if µ : Ext(X1 tX2) → Ext(X1) ⊕ Ext(X2) is the isomorphism
discussed in Section 6.

α[τ ′A] = (i1∗[τ ′A], i2∗(−[τ ′A])) = (i1∗[τ ′A], i2∗[τ ′′A])

= µ(i1∗[τ ′A] t i2∗[τ ′′A]) = µi∗([τ ′A] t [τ ′′A])

= µi∗[τ ′AtA] = µ([τ1] t [τ2]) = ([τ1], [τ2]).

This shows that ker β ⊆ Im α and completes the proof.

Corollary 12.2. Let X be of any compact metric space. If Ext(X) is a group
then Ext(B) is also group for any closed subset B of X.

Proof. Take X1 = B and X2 = X. Let [τ ] be any extension in Ext(B). Since
Ext(X) is a group, j1∗[τ ] is invertible and

β([τ ],−ji∗[τ ]) = 0.

There exists τ ′ ∈ Ext(B) such that α([τ ′]) = ([τ ′], i2∗(−[τ ′])) = ([τ ],−j1∗[τ ]).

Chapter 4: Determination of Ext(x) as a Group

for Planar Sets

13 The Second Splitting Lemma

The first splitting lemma allowed us to split every extension [τ ] in Ext(X),
where X = A∪B and A∩B = {x0}, with respect to the closed cover {A,B}
of X. However, we will actually need a stronger form of splitting, one that
allow any extension [τ ] in Ext(X) to split with respect to the closed cover
{A,B} of X such that A ∩ B is homeomorphic to a closed interval rather
than a point. The precise statement is given by Corollary at the end of this
section.
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Lemma 13.1. If H is a self adjoint operator on H,M is a finite dimensional
subspace and ε > ∅ then there exist a finite dimensional subspace M′ ⊇ M
and a compact self adjoint operator K such that H + K is reduced by M′

and ‖K‖ < ε.

Proof. Let {∆i} be a decomposition of σ(H) into a finite number of Borel
sets of diameter less than ε and let

M′ =
∑

E(∆i)M.

where E the spectral resolution of H. If Ei is the projection E(∆i)M, E =∑
Ei and

K = −(I − E)HE − EH(I − E)

then H + K commutes with E and K is compact, since E is finite rank. To
complete the proof, we will have to show

‖(I − E)HE‖ < ε.

Fix λi ∈ ∆i; then

(I − E)HE = (I − E)
∑

HEi = (I − E)
∑

(H − λi)Ei,

‖(I − E)HE‖ ≤ ‖
∑

(H − λi)Ei‖
≤ max ‖(H − λi)Ei‖
≤ max ‖(H − λi)E(∆i)‖ < ε

Since
∑

(H − λi)E is essentially an orthogonal sum.

Definition 13.2. An operator matrix Ai,j is n-diagonal if Aij = 0 for |i−j| >
n.

Lemma 13.3. For any compact self adjoint operators H0, H1, . . . on H there
exist compact self adjoint operators K0, K1, . . . on H and a decomposition
H = ⊕k≥∅Hk into finite dimensional subspaces relative to which the operator
matrix for H0 + K0 is diagonal and that for Hn + Kn is (n + 1) diagonal,
n ≥ 1.

Proof. Fix an orthonormal basis {ϕij|0 < j < i < ∞} for H.
Step 1: Choose a finite dimensional subspace M00 containing ϕ00 and a

compact self adjoint operator K00, ‖K00‖ < 1 such that H0 +K00 is reduced
by M00.
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Step 2: Choose a finite dimensional subspaceM10 containing (M00+ϕ10)
and compact K10, ‖K10‖ < 1/4 such that (H0 + K00) + K10 is reduced
by both M00 and M10 (apply Lemma 13.1 to (H0 + K0)|M⊥

00
). Choose

a finite dimensional subspace M11 containing (M10 + ϕ11) and compact
K11, ‖K11‖ < 1/4 such that H1 + K11 is reduced by M11.

Iteration of this procedure making n applications of Lemma 13.1 at the
nth step, produces finite dimensional subspaces Mij and compact operators
Kij, 0 ≤ j ≤ i < ∞ such that

(i) ϕij ∈Mij.

(ii) ‖Kij‖ < 1/(i + 1)2

(iii) Hn +
∑∞

m=n Kmn is reduced by Mmn,m ≥ n.

(iv) Mij ⊆Mi,j+1 and Mij ⊆Mi+1,0

The operator Kn =
∑∞

m=n Kmn is compact and put Hk = Mk,0 ªMk−1,0.
Then H = ⊕k≥0Hk by (i) and (iv) and this decomposition reduces H0 + K0

by (iii). Moreover,

Hk ⊆Mk,0 ⊆Mk+n,n ⊆Mk+n+1,0

imply that
Hk ⊆Mk+n,n ⊆M0 ⊕M1⊕, · · · ,⊕Mk+n+1

and hence that
(Hn + Kn)Hk ⊆ H0 ⊕ · · · ⊕ Hk+n+1

for all k and n. Since Hn + Kn is self adjoint it follows that it is (n + 1)
diagonal.

Theorem 13.4. For any self adjoint elements h0, h1, . . . of U(H) such that
h0 commutes with all hn, there exist c ∈ U(H), 0 ≤ c ≤ 1 such that, c
commutes with all hn for n ≥ 0 and

(a) cf(h0) = f(h0) for all continuous f vanishing on [1
2
,∞).

(b) cf(h0) = 0 for all continuous f vanishing on [−∞, 1
2
).

Proof. By Lemma 13.3, there exist self adjoint operators Hn with π(Hn) = hn

and decomposition H = ⊕k≥0Hk into finite dimensional subspaces relative
to which H0 = ⊕k≥0H0k is diagonal and Hn is (n + 1)-diagonal, n ≥ 1.
Construct a sequence of continuous functions ϕk : R→ [0, 1] such that
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(i) {ϕk} decreases to the characteristic function of (−∞, 1
2
] and vanishes

on [2,∞).

(ii) ‖(ϕk − ϕk+1‖∞ → 0

(iii) limk→∞ ‖[ϕk(H0), Hn]|Hk
‖ = 0, n ≥ 1.

Then with C = ⊕k≥0ϕk(H0k), it follows that c = π(C) has the required
properties.

Obviously, 0 ≤ C ≤ I and [C, H0] is compact. To see that [C, Hn] is
compact observe; if S is diagonal and T is n-diagonal with respect to the
decomposition H = ⊕Hk then [S, T ] is compact if and only if

‖[S, T ]|Hk
‖ → 0 as k →∞.

For,
[S, T ] = ⊕k≥0[S, T ]H(n+1)k+q

, 0 ≤ q ≤ n

and each of these is essentially an orthogonal sum.

[C, Hn]|Hk
= [C − ϕk(H0), Hn]|Hk

+ [ϕk(H0), Hn]|Hk
,

the second term tends to zero by (iii) and the first term is dominated in norm
by

2‖Hn‖Sup{‖ϕj − ϕk‖∞ : k − n− 1 ≤ j ≤ k + n + 1}
(since Hn is (n + 1)-diagonal) which tends to zero by (ii).

Moreover, if f vanishes on [1
2
,∞) then ϕkf = f for all k, so that Cf(H0) =

f(H0); if f vanishes on (−∞, 1
2
] then ‖ϕkf‖∞ → 0 and therefore Cf(H0) is

compact.
To construct the sequence {ϕk}, let fj be continuous,

fj(x) =





1 (−∞, 1/2]
0 (1/2 + 1/j,∞)
−jx + j

2
+ 1 otherwise

Then fj decreases to the characteristic function of (−∞, 1/2] and ‖fj −
fj+1‖∞ → 0. Since [H0, Hn] is compact, it follows that [f(H0), Hn] is compact
for all continuous f , and hence that ‖[f(H0), Hn]|Hk

‖ → 0. Choose N1 <
N2 < . . ., such that

‖[fj(H0), Hn]|Hk
‖ ≤ 1

j
for k ≥ Nj and n ≤ j.

The sequence {ϕk} defined by ϕk = f1 for k < N1 and ϕk = fj for Nj ≤ k <
Nj+1 then has the required properties and the proof is complete.
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We postpone the proof of the following important corollary to section 16.

Lemma 13.5. (Second Splitting Lemma). Let X ⊆ [0, 1]× [0, 1] be a closed
set containing {(1/2, y) : 0 ≤ y ≤ 1}. Let A = X ∩ [0, 1/2] × [0, 1] and
B = X ∩ [1/2, 1]× [0, 1]. If [τ ] in Ext(X) is any extension then [τ ] splits with
respect to A and B.

14 Projective Limits

Let pn : Xn+1 → Xn be continuous. The projective limit of (Xn, pn) is a
space X together with projection maps πn : X → Xn such that

pn ◦ πn+1 = πn for all n.....................(∗)
and if Y is another space together with projection maps qn satisfying (*) we
require that

X

¢
¢̧Φ πn?

π′n : Y → Xn

is commutative, that is, there exists a unique continuous map ϕ and π′n =
πn ◦ ϕ. Thus we may take the projective limit to be

X = lim
←

(Xn, pn) = {x ∈
∏

Xn : pn(xn+1) = xn}

and πn is defined by πn(x) = xn. All this we can do for Groups (semi groups)
and homomorphisms. In particular, if pn : Xn+1 → Xn is continuous then
pn∗ : Ext(Xn+1) → Ext(Xn) and lim

←
(ExtXn, pn∗) is defined as above. There

is always a natural map P : Ext(lim
←

(Xn, pn)) → lim
←

(Ext(Xn), pn∗) defined

by
P (τX) = τX ◦ π∗n, πn : X → Xn

To see that [P (τX)] is in lim
←

(Ext(Xn), pn∗), note that

τX(pn ◦ πn+1)
∗ = τXp∗n

and that pn∗ : (Ext(Xn), pn∗) → Ext(Xn) with

pn∗πn+1∗([τX ]) = πn∗[τX ].

The map P may, in general, may have a nn trivial kernel. However, for
our purposes, it is important to show that the map P is surjective, while this
is true, we prove it under some what restrictive hypothesis.
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Theorem 14.1. If (Xn, pn) is an inverse system with pn : Xn+1 → Xn

surjective then the induced map

P : Ext(lim
←

Xn) → lim
←

Ext(Xn)

is also surjective.

Proof. Let ([τn])n≥0 be in lim
←

Ext(Xn), that is,

pn∗[τn+1] = [τn],

we claim, τn+1 can be chosen in such a way that the following diagram

C(Xn+1)

¢
¢̧p∗n τn+1?

τn : C(Xn) → U(H)

is commutative, that is,

τn+1 ◦ p∗n = τn for all n.

We proceed inductively. Let τ1 be arbitrary. Given pi∗[τ2] = [τ1], for any
τ2 in [τ2], the map

g → τ2(g ◦ p1), g ∈ C(X1)

is equivalent to τ1. Let αU be the automorphism inducing this equivalence.
Define,

τ ′2 = αUτ2

note that
(τ ′2p

∗
1)(g) = (αUτ2p

∗
1)(g) = αUτ2(g ◦ p1) = τ1(g).

Let P = ∪n≥1π
∗
n{C(Xn)}, where πn : lim

←
Xn → Xn is the projection. It is

easy to verify that P is a dense subalgebra of C(X) via the Stone–Weirstrass
Theorem. The extensions [τn] determine a map τ : P → U(H),

τ(g ◦ πn) = τn(g).

Since τn+1p
∗
n = τn, it follows that

τ(g ◦ pn ◦ πn+1) = τn+1(g ◦ pn) = τn(g) = τ(g ◦ πn).

Thus, the map τ is a well defined *-monomorphism. By construction, P ([τ ]) =
(pn∗[τ ])n≥0 = ([τn])n≥0. The proof is complete.
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We end the discussion of inverse limits with a very useful lemma. Let X
be any compact metrizable space and [τ ] any extension in Ext(X). For any
multi index ε : {1, . . . , n} → {a, b} of size n, let

Xn =
⊔

k,|εk|=n

Xεk
and τn =

⊔

k,|εk|=n

τεk
and n ≥ 0,

where X0 = X and τ0 = τ . If pn : Xn+1 → Xn is the natural map then
pn∗ : Ext(Xn+1) → Ext(Xn) is surjective if and only if each τεk

|εk| = n splits.

Lemma 14.2. (Iterated Splitting) Let Xn == tk,|εk|=nXεk
be a closed cover

X, and pn : Xn+1 → Xn be the natural map. If the diameter of components
in Xn goes to zero as n →∞ and pn∗ is surjective then Ext(X) is trivial.

Proof. Note that if the diameter of components in Xn goes to zero then
lim
←

Xn is totally disconnected and Ext(lim
←

Xn) = 0. By the preceeding

theorem,
P : Ext(lim

←
Xn) → lim

←
Ext(Xn)

is surjective. Since each pn∗ : Ext(Xn+1) → Ext(Xn) is surjective, there is a
surjection

P̃ : lim
←

Ext(Xn) → Ext(X)

and it follows that Ext(X) = 0.

Remark 14.3. Note that when pn∗ is not surjective the method of the lemma
can be applied to any [τ ] ∈ Ext(X) for which τεk

, |εk| = n splits for all n to
infer that [τ ] is trivial.

15 Ext(X) is a Group

In this section, we will show that Ext(X) is a group for any compact metric
space X. First, we will establish that Ext([0, 1]N) = {0}. In particular, it
would follow that Ext([0, 1]N) is a group and hence we would have shown
that Ext(Λ) is a group for any closed subset Λ of [0, 1]N by Corollary 12.2.
Any compact metric space X is homomorphic to a closed subset of [0, 1]N,
therefore, Ext(X) is seen to be a group for any such X. Before showing that
Ext([0, 1]N) is a group, we prove the second splitting lemma.

Lemma 15.1 (Second Splitting Lemma). Let X ⊆ [0, 1]× [0, 1] be a closed
set containing {(1/2, y) : 0 ≤ y ≤ 1}. Let A = X ∩ [0, 1/2] × [0, 1] and
B = X ∩ [1/2, 1]× [0, 1]. If [τ ] in Ext(X) is any extension then [τ ] splits with
respect to A and B.
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Proof. Since X ⊂ C, there exists an essentially normal operator N such that
σess(N) = X and τ(f) = f(π(N)). Let π(N) = n = h0 + ih, n is normal and
h0, h1 are self adjoint in U(H). Since,

σ(1/2 + ih) ⊆ {1/2} × I ⊆ X,

it follows that
η(f) = f(1/2 + ih)

is a well defined *-homomorphism of C(X). If τ ′ = τ +η, then τ ′ is equivalent
to τ . There exists c in U(H), 0 ≤ c ≤ 1, commuting with h0 and h such that

cf(h0) = 0, for all continous functions vanishing on [−∞, 1/2]

cf(h0) = f(h0), for all continuous functions vanishing on [1/2,∞].

Let e =

[
c (c(1− c))1/2

(c(1− c))1/2 1− c

]
be in M2(U(H)). Identifying

Im τ ′ as diag(τ(f), η(f)) inM2(U(H)), we claim that e commutes with Im τ ′.
This amounts to verifying

(c(1− c))1/2η(f) = τ(f)(c(1− c))1/2.

Let

f1(x) =





0 x ∈ [1/2,∞]
x− 1/2 x ∈ [0, 1/2]
−1/2 x ∈ [−∞, 0]

and let

f2(x) =





1/2 x ∈ [1,∞]
x− 1/2 x ∈ [1/2, 1]
0 x ∈ [−∞, 1/2]

Note that, (f1 + f2)(x) = x− 1/2 for x in [0, 1], and that

(h0 + ih)cn = cn(h0 − 1/2 + ih + 1/2)

= cn(h0 − 1/2) + cn(ih + 1/2)

= cn(f1(h0)) + f2(h0) + cn(ih + 1/2)

= f1(h0) + cn(ih + 1/2).

Thus, for any polynomial g, we have

τ(f)g(c) = g(1)f1(h0) + g(c)η(f).
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Since the function (x(x−1))1/2 can be approximated by polynomials vanish-
ing at 1, it follows that

τ(f)(c(1− c))1/2 = (c(1− c))1/2η(f).

Therefore, the projection e commutes with Im τ ′. Define,

τ d
e (f) = eτ ′(f).

By Lemma 6.2, if IX1 and IX1 are the ideals corresponding to ker τ d
e and

ker τ d
1−e then there are unital *-monomorphism τ1 and τ2 such that

[τk] ∈ Ext(Xk), k = 1, 2

and
i1∗[τ1] + i2∗[τ2] = [τ ′] = [τ ].

Let f in C[0, 1] be such that f vanishes precisely on [0, 1/2]. Define a
continuous function g on X by setting g(z) = f(x). We have

τ d
e (g) = eτ ′(g) = eg(n⊕ (1/2 + ih)) = e(g(n)⊕ f(1/2)) = e(f(h0)⊕ 0) = 0.

So, g is in ker τ d
e . Since the zero set of g = B, it follows that X1 ⊆ B.

Similarly, it can be shown that X2 ⊆ A. We have shown that τ splits with
respect to A and B and the proof is complete.

To use the technique of the proof of the second splitting lemma for the
Hilbert cube [0, 1]N and show that Ext([0, 1]N) is a group, we have to discuss
the infinite sum of extensions. While, the sum of two extensions was defined
as

(τ1 + τ2)(f) = π(T f
1 ⊕ T f

2 ),

there is no obvious way to define the sum of infinitely many extensions, for
the simple reason that an infinite sum of compact operators need not be
compact. However, some times, it is possible to define such a sum.

Let X1, . . . , Xm, . . . be closed subsets of X such that diameter of Xm

converges to zero and ∪Xm = X. If there exists operators T f
m and xm ∈ Xm

such that π(T f
m) = τm(f |Xm) and ‖T f

m−f(xm)‖ → 0 then define the extension
τ =

∑
m≥0(ixm,x)∗(τm) : C(X) → U(⊕m≥0Hm) by

τ(f) = π(⊕m≥0T
f
m) for f in C(∪Xm).

For any other choice of points ym in Xm and operators Sf
m, we have

‖T f
m − Sf

m‖ ≤ [‖T f
m − f(xm)‖+ ‖ − Sf

m + f(ym)‖+ ‖f(xm)− f(ym)‖] → 0.
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Therefore, ⊕m≥0T
f
m −⊕m≥0S

f
m is compact and τ is well defined. Since,

‖τm(f |Xm)− f(xm)‖ = ‖f |Xm − f(xm)‖∞ → 0,

it follows that the required T f
m exists. The following observation will be

necessary for us.

Remark 15.2. If q : X → Y is continuous, Yn = q(Xn), and pn : X → Yn is
the restriction of q and q′ = q|∪Xn

then q′∗(
∑

in∗τn) =
∑

qn∗(τn).

Theorem 15.3. Ext([0, 1)N) = 0.

Proof. Let Xa = [0, 1
2
] × [0, 1]N, Xb = [1

2
, 1] × [0, 1]N, X1 = Xa t Xb and

p0 : XatXb → [0, 1]N = X0. If [τ ] in Ext(X) is any extension and τ(xi) = hi

then the map η0 : C(Xa) → U(H) defined by

η0(f) = f(
1

2
, h1, . . .)

is a *-homomorphism. As in the proof of the second splitting lemma τ0 + η0

splits that is, there exists [τa] in Ext(Xa) and [τb] in Ext(Xb) such that

p0∗[τa t τb] = [τ0 + η0], p0 : Xa tXb → X0.

Since both Xa and Xb are homeomorphic to X0, we may iterate this procedure
to obtain

(1) X1, . . . , Xn, . . . such that the maximum diameter of the 2n components
in Xn goes to zero as n →∞.

(2) if τn =
⊔
|εk|=n τεk

and ηn =
⊔
|εk|=n ηεk

then pn∗[τn+1] = [τn] + [ηn],
where pn : Xn+1 → Xn.

Since diameter of components in Xn goes to zero, we may define the
infinite sum

τ ′n = τn + ηn + pn∗(ηn+1) + pn∗ ◦ pn+1∗(ηn+1) + · · · .
We claim that (τ ′n)n≥0 is in lim

←
(Ext(Xn)). Note,

pn∗(τ ′n+1) = pn∗(τn+1) + pn∗(ηn+1) + pn∗pn+1∗(ηn+1) + · · ·
= τn + ηn + pn∗(ηn+1) + pn∗pn+1∗(ηn+1) + · · · = τn,

by Remark 15.2. Therefore, ([τ ′n])n≥0 is an element of
displaystylelim←Ext(Xn). The map pn : Xn+1 → Xn is surjective. An
application of Lemma 14.2 shows that [τ ′0] is trivial, or in other words, [τ ] is
invertible.

Corollary 15.4. Ext([0, 1]N) is a group.

Corollary 15.5. Ext(X) is a group for any compact metric space X.
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16 γX is Injective

We have now all the ingredients to prove that the map γX is injective for
X ⊆ C. Injectivity of γX is established by showing that any extension [τ ]
in ker γX splits into [τ1] and [τ2] with respect to some closed cover {X1, X2}
of X such that [τk] is in ker γXk

for k = 1, 2. We iterates this procedure
and apply Remark 14.3, to see that [τ ] = 0. The inductive step in this
argument depends on injectivity of γ[0,1]/A, where A ⊆ [0, 1] is an arbitrary
closed subset. The injectivity of the map γ, in this special case, in turn
depends on the following lemma.

Lemma 16.1. Let τ : C(X) → U(H) be a *-monomorphism such that the
extension [τ ] is in ker γX . If τ admits a splitting into [τ1] and [τ2] with respect
to a closed cover {X1, X2} of X, X1 ∩X2 = {x0} then [τk] is in ker γXk

for
k = 1, 2.

Proof. If T f is any operator such that τ(f) = π(T f ) and τ splits then there
exist operators T f1

1 and T f2

2 inducing *-monomorphisms

τ1 : f1 → π(T f1

1 ), f1 ∈ C(X1) and τ2 : f2 → π(T f2

2 ), f ∈ C(X2).

τ(f) = π

[
T

f |X1
1 0

0 T
f |X2
2

]
, f ∈ C(X)

Let f1 : X1 → C\{0} be continuous, define f : X → C\{0} by

f(x) =

{
f1(x) x ∈ X1

f1(X0) x ∈ X2

Note that,

τ(f) = π

[
T f1

1 0
0 TC

2

]
,

where C is the constant function C(x) = f1(x0) 6= 0 for all x in X2 and ind
τ2(C) = 0. Thus,

(γX1 [τ1])(f1) = ind τ1(f1) = ind T f1

1 = ind τ(f) = 0

This completes the proof.

Proposition 16.2. If X = [0, 1]/A, where A is some closed subset of [0, 1],
then γx is injective.
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Proof. By considering components in the compliment of A, it is easy to see
that X is the union of a sequence Xn of closed subsets, each homeomorphic
to a circle or an interval with diameter Xn → 0 and there is a x0 in X such
that Xm ∩ Xn = {x0} for all m 6= n. Moreover, X can be regarded as a
subset of C.

Note that, γxm is injective since each Xm is homomorphic to a circle or
an interval. Let τ : C(X) → U(H) be a *-monomorphism, [τ ] ∈ ker γx and
let Yn∪m>n Xm. Since X1 and Y1 intersect in a single point, [τ ] splits into [τ1]
and [τY1 ] with respect to the closed cover {X1, Y1} of X by the first splitting
lemma. If we write Y1 as X2 ∪ Y2, the extension [τY1 ] will again split into
[τ2] and [τY2 ] with respect to the closed cover {X2, Y2} of Y2. Continuing, we
obtain

τ(f) = τ1(f |x1)⊕ · · · ⊕ τn(f |xn)⊕ τyn(f |yn).

Each [τk] is in ker γxk
by the preceeding lemma and therefore it is trivial.

Let f be any function in C(X) which is constant on Yn for some n, these
functions are dense in C(X). Let

τ0(f) = τ10(f |x1)⊕ · · · ⊕ τn0(f |xn)⊕ f(x0),

where τk0 is the trivializing map for τk. Since τ0 is defined on a dense subset,
it has a continuous extension to C(X). But, πτ0 = τ on a dense set and hence
πτ0 = τ on all of C(X). Therefore, τ is trivial and the proof is complete.

Just as we needed Lemma 16.1 to prove injectivity of γ in this special
case, we would need the following lemma to prove injectivity of γ in general.

Lemma 16.3. If X ⊆ C, X1 and X2 are the intersections of X with
the closed half planes determined by a straight line L and β : Ext(X1) ⊕
Ext(X2) → Ext(X) then

ker γXβ ⊆ ker γX1 ⊕ ker γX2 .

Proof. Let g : X1 → C\{0}, define g′ : X1 ∪ L → C\{0} by extending g
linearly while taking care to avoid the origin, if necessary. Let p : X → X1∪L
be the map

p(x) =

{
Proj onto L, x ∈ X2

x, x ∈ X1

which is continuous. Finally, let f = g′ ◦ p. The function f |X2 = g′|L is null
homotopic. If [τ ] is ker γXβ then

ind(τ1(f |X1)⊕ τ2(f |X2)) = 0.
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For the particular function f constructed above f |X2 is null homotopic and
f |X1 = g and hence

ind τ1(g) = 0.

Therefore, [τ1] is in ker γx1 . Similarly, we can show [τ2] is in ker γx2 and the
proof is complete.

Theorem 16.4. Let X ⊆ C, X1 and X2 be the intersections of X with the
closed half planes determined by a straight line L. If [τ ] is any extension in
ker γx then τ splits into [τ1] and [τ2] with respect to the closed cover {X1, X2}
of X. Furthermore, [τ1] is in ker γx1 and [τ2] is in ker γx2.

Proof. We will need the following diagram and inclusion maps. Let J be any
compact interval containing X ∩ L. Consider

X1 ∪ J
i′1−→ X ∪ J

i′2←− X2 ∪ J

↑ j1 ↑ j ↑ j2

X1

−→
i1 X

←−
i2 X2

where i, j are the inclusion maps. If [τ ] is in kerγx then j∗[τ ] is in ker γX∪J .
By the second splitting lemma, there exists τX1∪J and τX2∪J such that

j∗[τ ] = i′1∗[τX1∪J ] + i′2∗[τX2∪J ].

By the preceeding lemma, τX1∪J ∈ ker γX1∪J and τX2∪J ∈ ker γX2∪J . Let
qk∗ : Xk∪J → Xk∪J/Xk, k = 1, 2 be the quotient map. Again, qk∗[τXk∪J ] is
in the ker γXk∪J , k = 1, 2. However, Xk ∪ J/Xk, k = 1, 2, homeomorphic to
J/X1 ∩X2 and γ is injective on such spaces. Therefore, qk∗[τXk∪J ], k = 1, 2
is trivial. But

Ext(Xk) → Ext(Xk ∪ J) → Ext(Xk ∪ J/Xk), k = 1, 2

is exact, so there exist [τXk
] such that jk∗[τXk

] = [τXk∪J ]. The proof is
completed by showing

β([τx1 ], [τx2 ]) = [τ ].

Since it is easy to j∗β([τx1 ], [τx2 ]) = j∗[τ ], it is enough to show j∗ is injective.
But, the Mayer–Vietoris sequence

Ext(X ∩ J) → Ext(X)⊕ Ext(J) → Ext(X ∪ J).

is exact and Ext(X ∩ J) = {0} and hence j∗ is injective. The last statement
in the theorem is merely the previous lemma, so the proof is complete.

As explained in the first paragraph, this allows us to apply iterated split-
ting argument, establishing the injectivity of γ.

Corollary 16.5. For any closed subset X of the complex plane C, the map
γ : Ext(X) → Hom(π1(X), Z) is injective.
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Concluding Remarks

The following theorem, determines the essential unitary equivalence classes
of essential normal operators with essential spectrum X ⊆ C.

Theorem 16.6. Two essentially normal operators T1 and T2 are essentially
equivalent if and only if σess(T1) = σess(T2) = X and

ind(T1 − λ) = ind(T2 − λ) for λ in C\X.

Proof. If we let C\X = O∞ ∪O1 ∪ . . . denote the components, where O∞ is
the unbounded one, then π1(X) is the free abelian group with one generator
[Oi] for each bounded component. If [τ ] is the extension corresponding to
an essentially normal operator then the map γX([τ ]) is defined by [Oi] →
ni, where ni = ind(T − λi) for some λi in Oi and proof of the theorem is
complete.

It is actually possible to show that γX is a surjective mapping [cf. 1].
Therefore the equivalence classes of essentially normal operators with essen-
tial spectrum X is obtained by prescribing arbitrary integers for the bounding
components of C\X.

Finally, note that for X ⊆ C,

Ext(X) ' Hom(π1(X),Z).
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