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Generation of Zonal Map From Point Data via
Weighted Skeletonization by Influence Zone

H. M. Rajashekara, Pratap Vardhan, and B. S. Daya Sagar, Senior Member, IEEE

Abstract—Data about many variables are available as nu-
merical values at specific geographical locations. We develop a
methodology based on mathematical morphology to convert point-
specific data into zonal map. This methodology relies on weighted
skeletonization by zone of influence that determines the points of
contact of multiple frontlines propagating, from various points
spread over the space, at the traveling rates depending upon the
variable’s strength. We demonstrate this approach for converting
rainfall data available at specific rain gauge locations (points) into
a spatially distributed zonal map that suggests zones of equal
rainfall.

Index Terms—Dilation, dilation-propagation speed, marker,
mask, mathematical morphology, points, skeletonization by influ-
ence zone (SKIZ), zones.

I. INTRODUCTION

R EMOTELY sensed satellite data act as source to prepare
domain-specific thematic maps by applying digital image

processing techniques (e.g., filtering, segmentation, classifica-
tion, etc.). However, there exist several important variables for
which only location-specific data are available. Numerous data
available over a geographical space are in point form. Such
point-specific data facilitate visualization in statistical form.
Visualization of such point-specific data in geographical form
evidently requires a procedure to convert point-specific data
into zonal form. Such conversion approach by using computer-
assisted techniques and spatial statistical tools has significance
in the following: 1) integrating thematic information retrieved
from multiscale multitemporal remotely sensed satellite data
with other variables for which only location-specific data are
available; 2) spatiotemporal modeling of various phenomena
and processes; and 3) visualizing relationships between the
geographic variables in terms of spatial form.

Manuscript received June 14, 2011; revised August 8, 2011; accepted
September 15, 2011. Date of publication November 3, 2011; date of current
version March 7, 2012. The work of B. S. D. Sagar was supported by the Indian
Statistical Institute under Internal Grant SSIU-01.

This paper has supplementary downloadable material available at
http://ieeexplore.ieee.org, provided by the authors. This includes one multi-
media AVI format movie clip, which shows animation of rainfall zone map
generated by using the proposed approach. This material is 9.76 MB in size.

H. M. Rajashekara is with the Central Computer Centre, Bangalore
Centre, Indian Statistical Institute, Bangalore 560059, India (e-mail: raja@
isibang.ac.in).

P. Vardhan is with the Department of Electronics and Communication
Engineering, Maulana Azad National Institute of Technology, Bhopal 462051,
India (e-mail: pratapapvr@gmail.com).

B. S. D. Sagar is with the Systems Science and Informatics Unit,
Bangalore Centre, Indian Statistical Institute, Bangalore 560059, India (e-mail:
bsdsagar@isibang.ac.in).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/LGRS.2011.2169489

A conventional approach to convert such point data into
polygonal form is Thiessen polygon construction where the
space is divided into polygons with the rain gauge in the middle
of each polygon assumed to be representative for the rainfall
on the area of land included in its polygon. These polygons
are made by drawing lines between gauges and then making
perpendicular bisectors of those lines form the polygons. In
Geographical Information Science (GISci), this method was
adapted to analyze space use [1], [2]. The zone (area) of an
influence map could be generated via Thiessen polygon method
which resembles a convex polygon. There exists traditional and
geostatistical interpolation method [3] such as simple kriging.

This letter presents an algorithm using mathematical
morphology [4], particularly weighted-skeletonization-by-
influence-zone (WSKIZ) transformation, to convert point-
specific data, and also variable-specific data, into zonal map.
Several researchers have employed mathematical morphology
in the contexts of GISci [5]–[9], geosciences [10]–[12], and
remote sensing [13]–[25]. This WSKIZ approach—an alterna-
tive to Voronoi diagrams that are used in geophysics and me-
teorology to analyze spatially distributed data (such as rainfall
measurements)—can be used to describe the area of influence
of a point in a set of points possessing varied values (rainfall
values, etc.).

The organization of this letter is as follows. In Section II,
binary morphological dilation and its multiscale representations
are introduced. Model and algorithm concepts, motivation, and
methodology to convert point-specific value data into zonal
map form are explained in Section III. Section IV provides
the results drawn in terms of zonal map for a variable (e.g.,
rainfall) available as numerical values at specific points over
the geographical space out of demonstrations and the respective
discussion of the significance of the obtained results. Section V
provides the concluding remarks.

II. MORPHOLOGICAL DILATION

Morphological dilation of a set (A), on the 2-D Euclidean
discrete space Z2, is one of the important morphological opera-
tors [4]. Structuring element (B)—that possesses characteristic
information such as shape, size, orientation, and origin—acts as
a probing rule to perform this operation on set A. We consider
a B that is symmetric with respect to the origin, circle in shape
(on eight connectivity grids), and of primitive size of 3 × 3.
The morphological dilation of A by symmetric B (A⊕B) that
expands A by B

A⊕B = {a : (B)a ∩A �= ∅} =
⋃
b∈B

Ab (1)
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Fig. 1. (a) Set A with five foreground elements shown with 1s. (b) Structuring
element B of size 3 × 3 and symmetric about the origin at center. (c) Dilation
of A by B. (d)–(h) Five translates of each element of A by B for dilation.
(i) Dilation of A by B obtained by taking the union of five translates shown in
(d)–(h).

Fig. 2. (a) Region considered is South India and (b) gauge-station locations
(A1, A2, A3, and A4).

where Ab denotes the translation of A along the vector b, Ab =
{a+ b|a ∈ A}, and B̂ = {a : −a ∈ B} is the symmetric of B
with respect to the origin. An illustrative example explaining
morphological dilation is shown in Fig. 1.

In the proposed approach, the characteristic information of
B plays a vital role. Multiscale dilation can be generated by
increasing the size of structuring element nB, where n =
0, 1, 2, . . . , N . Iterative dilations by primitive size B for n times
(A⊕ nB) are needed as

(A⊕ nB) = ((A⊕B)⊕B ⊕ · · · ⊕B) . (2)

III. CONVERSION OF POINT-SPECIFIC VALUES INTO

ZONAL MAP VIA WSKIZ

A. Location-Specific Data Over Geographical Space

Let S be the underlying space, endowed with a distance d,
and A [mask, Fig. 2(a)] be a subset of S consisting of several
locations as points [e.g., Fig. 2(b)] where the time-varying data
such as rainfall and temperature values are available. Fig. 2(b)
shows four points (gauge stations), and each point (Ai) pos-
sesses a value that denotes strength of a variable. Such a map
with points in a map satisfies the following morphological
relationship: (Ai ∩Aj) = ∅ for i �= j.

B. Model to Generate Zonal Map From Point Data

We propose an algorithm based on mathematical morphology
to generate zonal map from point data. This algorithm consists
of the following steps.

1) Consider the point-specific values (e.g., rainfall, temper-
atures, etc.) as points (markers) such that they act as

markers from which the propagations compete to fill the
geodesic space (i.e., global mask).

2) Sort and rank the points according to the corresponding
strengths of a geographic variable (e.g., rainfall values).

3) Such ranking allows assigning to each marker a specific
rate at which it competes to fill the available space. When
there are several markers assigned with different strengths
of a variable, the rates at which those markers need to
be expanded will decide the final sizes and shapes of the
influence zones in the zonal map constructed.

Treating each point as a lake (marker), by simulating flood
propagation process, the water frontlines generated from cor-
responding lakes that are spatially distributed over a Cartesian
space would extinguish (meet) each other at various places. By
preserving all such extinguishing points, while suppressing all
other details, we obtain SKIZs. This process can be simulated
with ease as there are no constraints imposed on flood propaga-
tion speed. In other words, when the propagation speed of flood
waters originating from spatially distributed lakes is uniform,
it is easy to visualize the SKIZ. However, for the purpose of
converting point data into zonal map, the propagation speed
of flood frontlines needs to be made point dependent, based
on the variable’s strength at that point. Treating the original
map (A) as the mask [Fig. 2(a)] and the points of a map as
multiple markers [e.g., Fig. 2(b)], recursive geodesic dilations
(3) with marker-dependent propagation speeds simultaneously
from multiple markers would provide a WSKIZ. Such a WSKIZ
is the zonal map, where the specified variable strength de-
termines the dilation-propagation speeds. The entire process
requires the following steps.

Step 1) Let points Ai denote locations (gauge stations) at
which the values of a variable (e.g., rainfall) are
available.

Step 2) Compute recursive geodesic dilations of each point
Ai by means of primitive structuring element B
of size λi that is location and value of a variable-
dependent.

Step 3) Compute WSKIZ by systematically performing re-
cursive geodesic dilations with location-dependent
propagation speeds simultaneously from multiple
points to compute all possible extinguishing points
[(4) and (5)].

Step 4) Represent each zone with a specific color such that
no two neighboring zones have similar colors.

In the sections that follow, we provide details of the afore-
mentioned sequential steps involved in converting point data
into zonal map.

Computation of Point-Dependent Recursive Geodesic
Dilations: Dilation-propagation speed is assigned to points
according to the variable strength. The stronger the variable
strength, the faster the dilation-propagation speed of the
point per unit time step [e.g., Fig. 4(d)]. For the purpose of
performing point-dependent geodesic dilations, each point Ai

is assigned to be dilated by a structuring element of primitive
size of λi, where λ denotes the primitive size of B and i
denotes the index of the point. Then, the geodesic dilation of
Ai by B of primitive size λi takes the form

(Ai ⊕ nBλi
) ∩A = δ

n
λi (Ai) (3)
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where nBλi
denotes structuring element B of primitive size

λi that depends upon the point-dependent variable strength
(propagation speed) for n cycles (n ranging from 1, 2, . . . , N ).
The intersection between mask (A) and the version of Ai

dilated by nBλi
for n = 1 time yields the first level of geodesic

dilation of Ai, δ
n
λi (Ai).

Computation of Zonal Map via WSKIZ: Let Z(Ai) be a
zone of (Ai). In the process of converting the point data into
polygonal map, the two steps involved include

Z(Ai) =
⋃
n

(
δ
n
λi (Ai) ∩A

)
\
⋃
∀j

(
δ
n
λj �=i (Aj) ∩A

)
(4)

Z(A) =

(⋃
i

(Z(Ai))

)C

(5)

where each zone of map Z(Ai) is computed by a three-
step approach: 1) subtracting the union of marker (Aj) zones
other than (Ai) (Aj �=i) geodesically dilated simultaneously by
structuring element of point-dependent primitive size from the
geodesically dilated version of (Ai) by structuring element
of primitive size dependent on (Ai); 2) taking the union of
such subtracted versions for all n values ranging from 0 to
N to obtain the map zone for the zone of the map (Ai); and
3) taking the complement of the union of all obtained map
zones to yield WSKIZ, which is, in other words, the con-
verted point data into zonal map. In (4), A denotes mask [e.g.,
Fig. 2(a)]. If the regions occupied by mountains are subtracted
from the mask (A), then we can generate zonal map only
within the nonmountainous regions by employing (4). Such a
mask that excludes mountainous regions (geographical hurdles)
is essential while employing this approach to simulate flood
propagation.

Assignment of Colors to ZAi: Let ZAi denote a zone ob-
tained for a point Ai. For example, let us assume that there
are four zones obtained for four different points [Fig. 2(b)]
and each zone possesses spatially distributed values [Fig. 2(b)].
According to the positions of these zones, different colors will
be assigned such that no two neighboring zones will be assigned
with similar colors. With such a color-coding scheme, it is
easier to identify zones. However, in realistic cases, we may
need to assign similar weights to multiple points. Under such
circumstance, zones obtained need to be further merged based
on the similar weights adopted.

All these steps explained in Sections III-A and B are demon-
strated on four points shown in Fig. 2(b) by assigning arbitrarily
different propagation speeds.

C. Model Demonstration

A total N number of points Ai (locations) that denote, for
instance, in 2-D discrete space, Z2 [Fig. 2(a)] is considered.
Four gauge stations (A1, A2, A3, and A4) shown [Fig. 2(b)]
are considered to demonstrate the proposed approach. The four
possible zones that one can visualize to be within the mask
[Fig. 2(a)] by imposing varied propagation speeds of dilation
are shown in Fig. 3(a)–(d). We assume that these point data
represent some time-varying parameters such as rainfall and
temperature for a specified time. If these point data depict
four different strengths, then generation of zonal map requires

Fig. 3. Variable strengths (in terms of propagation speeds) are given as
(a) A2 > A4 > A1 > A3, (b) A2 > A1 > A3 > A4, (c) A1 > A3 >
A2 > A4, and (d) A1 > A4 > A2 > A3.

TABLE I
RANKS ACCORDING TO VARIABLE STRENGTHS FOR THE POINTS. I, II,

AND III DENOTE POINT INDEX, RAINFALL VALUES, AND WEIGHTS,
RESPECTIVELY. READER CAN FIND MORE DETAILS ABOUT SEQUENTIAL

STEPS INVOLVED IN IMPLEMENTATION OF WSKIZ (FIG. S1) AND THE

BOUNDARIES OF DILATION PROPAGATIONS FROM THE POINTS TO THE

STATE OF REACHING THE CONVERGENCE (FIG. S2, S3) AT

http://www.isibang.ac.in/~bsdsagar/GRSL-00335-
2011-FIG-S1-S3-Supporting-Material.pdf

point-data-specific propagations to generate zonal map. Four
zonal maps, each zone assigned with a color [Fig. 3(a)–(d)],
are generated for four different point-specific sequences with
the following order: 1) A2 > A4 > A1 > A3; 2) A2 > A1 >
A3 > A4; 3) A1 > A3 > A2 > A4; and 4) A1 > A4 > A2 >
A3. In the model, we have shown that there are four zones after
assigning colors to zones in each panel [Fig. 3(a)–(d)] obtained
by four different weighting schemes.

Generated zones shown in Fig. 3 could be better compared
with those of polygons constructed based on Thiessen polygon
and Voronoi diagram construction approaches. However, the
WSKIZ approach has advantages over the other approaches
for three reasons: 1) it has straightforward implementation of
algorithms; 2) weights could be assigned to generate weight-
based zonal maps; and 3) it could be fully automated.

IV. EXPERIMENTAL RESULTS

We consider a map depicting 34 locations [gauge stations;
Fig. 4(a)], spread across India, at which rainfall values are
recorded for the period of March–April 2011 to demonstrate
the applicability of the algorithm explained in Section III. Ac-
cording to the rainfall values (Table I), weights are assigned for
dilation-propagation speed for each gauge station. The higher
the rainfall recorded, the larger the assigned weight is. The
larger the weight, the faster the propagation speed. Table I
provides the details of these weights for all the 34 points for
the rainfall variable.
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Fig. 4. (a) Thirty-four points (locations) of rain gauge stations spread
over India indexed (A1−A34), (b) rainfall zonal map generated by hav-
ing various possible propagation speeds, and the variable strengths in terms
of propagation speeds are given according to ranks shown in Table I,
(c) broader zones obtained after merging the zones [Fig. 4(b)] obtained with
similar propagation speeds, (d) kriged map generated for 34 gauge-station data,
and (e) and (f) WSKIZ and kriged maps for 29 gauge-station data, where last
five stations are dropped from (a). Animation is available at ieeexplore.ieee.org.

By assigning propagation speeds in terms of primitive size
of structuring element (λi) for respective points of (Ai) and
by allowing those points to dilate for n times satisfying the
involved processes according to (3)–(5), we converted point
data into zonal map [Fig. 4(b)]. This zonal map [Fig. 4(b)]
suggests that rainfall at all locations within each zone belongs
to a particular station within the zone and, hence, has the same
values. Animation of rainfall zone map generated by using the
proposed approach is available on ieeexplore.ieee.org. It is seen
that the propagation speeds that are rainfall (weight) dependent
correspond to boundaries separated by different distances. After
zonal map is created by following WSKIZ approach, the zones
that could be created with similar propagation speed (weights)
are merged [Fig. 4(c)] as six broad zones. The principle in-
volved in merging the zones obtained is that those frontlines
propagating at equal speeds (weights) that generate zones are
merged and are assigned with similar colors to visualize as a
broader zonal map. In this broader zonal map [Fig. 4(c)], if
there is n number of weights employed to generate WSKIZ
map, there will be n number of colors depicting broader zones

[e.g., Fig. 4(c)]. In the zonal maps [Fig. 4(b)], the colors are
assigned to each zone to have better demarcation. However, the
colors in this figure have no significance. On the other hand,
in Fig. 4(c), colors assigned to the broader zones obtained after
merging have significance. This broader zonal map [Fig. 4(c)]
suggests that rainfall at all locations within each zone belongs
to a particular station within the zone and, hence, has the
same values. The broad zones from the merged zonal map
[Fig. 4(c)] depicted in six colors suggest the following: 1) There
are multiple zones [Fig. 4(b)] obtained with similar weights
(propagation speeds), and 2) they belong to six different zones
depicting six different ranges of rainfall patterns. Kriged map
[Fig. 4(d)], generated for the 34 gauge-station data, visually is
in good agreement. It is to be noted that, the higher the weight
(rainfall) assigned for a specific point, similarly, the higher the
propagation speed. We also show WSKIZ map [Fig. 4(e)] and
kriged map [Fig. 4(f)] generated by considering first 29 gauge-
station data from Fig. 4(a). It is obvious from merged WSKIZ
maps [Fig. 4(c) and (e)] generated for 34 and 29 gauge-station
data, respectively, that there is significant visual agreement
in the spatial distribution of rainfall. For instance, rainfall-
wise weights for locations (A1, A15) are highest, and hence,
in those zones, shown in rainfall zonal map [Fig. 4(b)] are the
zones of high rainfall. The lowest ranked locations in terms of
rainfall include A13 and A26, and those zones could be seen
in Fig. 4(b).

Intensity of the rainfall at the gauge stations enables a zone,
the size of which does not need to be proportional to the
intensity. Gauge stations with less rainfall intensity recorded
may possess larger zone and vice versa. Size of a zone ZAi

is collectively governed by the following factors: 1) intensity
(weight) of rainfall at location (Ai); 2) number of gauge
stations (Aj) in the proximity of a station (Ai) under question;
and 3) intensities of rainfall at those adjacent gauge stations
(Aj).

Zonal maps generated by dividing (multiplying) the weights
by two are similar to that of the zonal maps shown as long as
the rainfall values at the gauge stations are relatively similar
in pattern (phase synchronous). Such zonal maps are invariant
under dividing (multiplying) weights. If the rainfall values
recorded at rain gauge stations are with different patterns, the
zonal maps generated from such point-specific rainfall values
will significantly differ. Other elegant approaches that have not
hitherto been applied in the context of converting point-specific
data, of geoscientific interest, into zonal map include water-
shed transform [26]–[29] and Euclidean distance transform
[30]–[32]. These transforms are treated as generalization of
SKIZ to arbitrary metrics. It is interesting as an open problem.
To generate spatial maps with zones of various intensities—of
several phenomena of climatological, ecological, and geomor-
phological relevance—the underlying physical principle of this
proposed technique would very well work. Such maps gener-
ated via WSKIZ for time-dependent phenomena (e.g., rainfall
and temperature) yield maps that possess varied form of zones
that are also time dependent. Such maps generated for different
time periods could be used in spatiotemporal modeling. This
WSKIZ could be performed in a geodesic manner within the
mask that is without the hurdles such as mountains. However,
for certain numerical variables such as population densities, this
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approach may not be an appropriate one. However, for location
analysis, flood modeling, epidemic spread, and thermograph
generation, this approach provides insights. Location-specific
numerical variable data of relevance to various terrestrial phe-
nomena and processes available as point data could be mapped
into continuous display of the sampling patterns by using this
approach. Such continuous maps of a time-varying variable
generated via this approach for different time periods provide
insights to do the following: 1) understand the spatiotemporal
behavior of a phenomenon and 2) establish spatial relationships
between the phenomena. The main advantage of this approach
over the Thiessen polygonal approach is that each influence
zone form and structure does not look like a polygon.

V. CONCLUSION

We have presented an approach to visualize variables avail-
able as point values at fixed geographical locations as zonal map
based on geodesic dilation propagation whose speed depends
upon the location and variable strength. In the zonal map that
we generate via the WSKIZ approach, the outline of each zone
would be much smoother as we choose primitive structuring
element circle in shape. This way of converting point data
into zonal map form is uniform and more stable, and this
algorithm could be easily programmed. This approach provides
insights to integrate variable-specific zonal maps with thematic
information retrieved from remotely sensed data.
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